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Abstract—One of the promising usages of Physically Unclonable Functions (PUFs) is to generate cryptographic keys from PUFs for secure storage of key material. This usage has attractive properties such as physical unclonability and enhanced resistance against hardware attacks. In order to extract a reliable cryptographic key from a noisy PUF response a fuzzy extractor is used to convert non-uniform random PUF responses into nearly uniform randomness, Bösch et al. in 2008 proposed a fuzzy extractor suitable for efficient hardware implementation using two-stage concatenated codes, where the inner stage is a conventional error correcting code and the outer stage is a repetition code. In this paper we show that the combination of PUFs with repetition code approaches is not without risk and must be approached carefully. For example, PUFs with min-entropy lower than 66% may yield zero leftover entropy in the generated key for some repetition code configurations. In addition, we find that many of the fuzzy extractor designs in the literature are too optimistic with respect to entropy estimation. For high security applications, we recommend a conservative estimation of entropy loss based on the theoretical work of fuzzy extractors and present parameters for generating 128-bit keys from memory based PUFs.
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I. INTRODUCTION

Most if not all cryptographic schemes require a key and are underpinned by the requirement to store this material securely. Conventional secure key storage schemes use non-volatile memory (NVM) technologies to store cryptographic secrets which can be vulnerable to attacks such as readout and cloning. Key generation and storage solutions based on Physically Unclonable Functions (PUFs) are emerging which promise high levels of assurance at low cost.

A PUF can be informally described as a physical system which when measured or challenged provides unique, repeatable and unpredictable responses. Creating a physical copy of the PUF with an identical challenge-response behavior is hard, thus resulting in a structure which is unclonable even by the manufacturer. Pappu introduced the PUF concept in [19]. In 2002, Gassend et al. introduced silicon PUFs in [7]. Silicon PUFs exploit the uncontrollable manufacturing variations which are a result of the IC fabrication process.

Since the first development of silicon PUFs, many silicon PUF constructions have been proposed. Lee et al. [13] proposed the first Arbiter PUF in 2004. Guajardo et al. [8] proposed the SRAM PUF in 2007. In 2008 Kumar et al. [12] introduced Butterfly PUFs and Maes et al. [16] proposed D Flip-Flop (D-FF) PUFs. SRAM PUFs, Butterfly PUFs, and D-FF PUFs are all memory based PUFs.

A promising usage of PUF is secure key generation in silicon [14], [21], [8], [15]. Using PUFs for key generation eliminates the need for storing keys in NVM technologies. In [21], [8], a cryptographic key-generation scheme is presented. It was stated in [17] that PUF based key generation provides advantages like physical unclonability and tamper evidence, compared to storing the keys in NVM.

Since PUF responses are inherently noisy and may not be uniformly random, a post-processing function is needed to condition the raw PUF responses into high-quality cryptographic keys. This post-processing function is known as the fuzzy extractor or helper data algorithm in the literature. Bösch et al. [3] proposed a fuzzy extractor scheme suitable for implementation using two-stage concatenated codes, where the inner stage is a conventional error correcting code such as BCH, Reed-Muller, or Golay code, and the outer stage is a repetition code. This fuzzy extractor offers simple encoding/decoding and efficient hardware implementation. Recent soft decision fuzzy extractors [17], [23] are also based on concatenated codes with the outer stage being a repetition code.

In this paper, we show that fuzzy extractors based on repetition codes are not without risk, particularly when the PUF response has low entropy. If the min-entropy of PUF is lower than 66%, then repetition code based fuzzy extractors could result in zero leftover entropy and should be avoided. Even if the PUF response has excellent entropy, e.g., with 95% min-entropy, we need a larger PUF to extract a 128-bit key than estimated in [3]. Recent entropy analysis on memory based PUFs in [22] shows that, on a particular implementation, the latch PUF has a min-entropy of 39%, the D-FF PUF has a min-entropy of 50% and the SRAM PUF has the largest min-entropy with 87%. Although most of the SRAM PUFs have good entropy, certain SRAM devices have been reported with low entropy [10]. Some memory-based PUFs exhibit low entropy and strong bias, e.g., D-FF PUFs [16].

A. Related Work

Dodis et al. [6], [5] provided a formal definition of fuzzy extractors that converts noisy data into cryptographic keys. This paper provides two fuzzy extractor constructions for the Hamming distance metric: code-offset construction and syndrome construction. The code-offset construction is frequently used in the PUF literature, e.g. in [3], [17], [23]. The paper also
provides a formal treatment and analysis of entropy loss in the fuzzy extractor. The entropy analysis in our paper is primarily based on this work. Boyen further discussed the secure use of fuzzy extractors in [4].

B"osch et al. [3] presented the first efficient hardware implementation of a fuzzy extractor using concatenated codes where one of the codes is a repetition code. We refer to such approaches as repetition code based fuzzy extractors in this paper. Maes et al. [17] proposed a fuzzy extractor using soft decision error correction for memory-based PUFs. In soft decision fuzzy extractors, the error probability of each PUF cell is stored in the helper data, so that better decisions can be made during error correction. It has been shown in [17] that soft decision fuzzy extractors could reduce the PUF size by up to 58% when generating a 128-bit cryptographic key. This soft decision fuzzy extractor has limitations in that it requires multiple PUF measurements during setup and requires a large quantity of helper data. Recently Van der Leest et al. [23] proposed a soft decision fuzzy extractor using a single implementation of a fuzzy extractor using concatenated codes in Section II. In Section III, we show that the repetition code based fuzzy extractors may suffer high entropy loss and could even be unusable when the raw PUF data has low min-entropy. In Section IV, we present a set of fuzzy extractor parameters for high assurance applications with a conservative estimation on entropy loss. We conclude our paper in Section V.

II. REVIEW OF FUZZY EXTRACTOR

In this section, we begin with a description of our notations and some preliminaries on measurements of randomness. Let $w$ and $w'$ be two equal-length strings, we use $\text{dist}(w,w')$ to denote the Hamming distance between them. Let $C[n,k,d]$ be an error correcting code, where $n$ is the length of the code, $k$ is the size of message (if the code is linear, $k$ is also called the dimension of the code), and $d$ is the minimum distance of the code (which is the minimum Hamming distance between any two codewords). We use $t$ to denote the maximum number of errors that $C[n,k,d]$ can correct, where $d \geq 2t+1$. Let $A$ and $B$ be two probability distributions from a set $S$. We define the min-entropy of $A$ as

$$H_{\infty}(A) = -\log\left(\max_{s \in S} \Pr[A = s]\right)$$

The average min-entropy of $A$ given $B$ is defined as

$$\bar{H}_{\infty}(A|B) = -\log\left(\mathbb{E}_{b \leftarrow B}[2^{-H_{\infty}(A|B=b)}]\right)$$

We define the statistical distance between $A$ and $B$ as

$$\text{SD}(A,B) = \frac{1}{2} \sum_{s \in S} |\Pr[A = s] - \Pr[B = s]|$$

From this point on, when we state an $n$-bit PUF response $w$ has 95% min-entropy, we mean the min-entropy in $w$ is $0.95n$. A. Formal Definition of Fuzzy Extractor

Given a noisy and partially random input, such as a PUF response, a fuzzy extractor is an algorithm that extracts cryptographic keys from the noisy input. We use the formal definition of fuzzy extractors from [5] as follows.

Definition 1 (Fuzzy Extractor): An $(n,m,\ell,t,\epsilon)$-fuzzy extractor is a pair of randomized procedures: generation (Gen) and reproduction (Rep), with the following properties:

1) The generation procedure on input $w \in \{0,1\}^n$ outputs an extracted key $k \in \{0,1\}^\ell$ and a helper data string $h \in \{0,1\}^*$, i.e., $(K,h) \leftarrow \text{Gen}(w)$.

2) The reproduction procedure takes an element $w' \in \{0,1\}^n$ and a helper data string $h \in \{0,1\}^*$ as input. The correctness property of fuzzy extractors guarantees that if $\text{dist}(w,w') \leq t$ and $(K,h) \leftarrow \text{Gen}(w)$, then $\text{Rep}(w',h) = K$. 

C. Organization of the Paper

The rest of this paper is organized as follows. We first review the theory behind fuzzy extractors and then review the repetition code based fuzzy extractors in Section II. In Section III, we show that the repetition code based fuzzy extractors may suffer high entropy loss and could even be unusable when the raw PUF data has low min-entropy. In Section IV, we present a set of fuzzy extractor parameters for high assurance applications with a conservative estimation on entropy loss. We conclude our paper in Section V.

B. Our Contributions

We summarize our contributions of this paper as follows:

1) Although repetition code based fuzzy extractors [3], [17], [23] have been shown to have efficient hardware implementations, we discover that repetition code based fuzzy extractors suffer high entropy loss, particularly, when the PUF exhibits low min-entropy. We show that if the PUF min-entropy is lower than 66%, then a repetition code based fuzzy extractor could result in zero leftover entropy and should be avoided. We provide two concrete examples to demonstrate that the entropy loss is real. Furthermore, we show that it is likely impossible to construct any fuzzy extractors for low min-entropy and high error-rate PUFs.

2) We find that many of the fuzzy extractor designs [8], [3], [17], [23] in PUF-based key generation systems are too optimistic in entropy estimation, e.g., making an unrealistic assumption that PUFs have full min-entropy. In addition, the entropy loss due to the leftover hash lemma [9] in these schemes is neglected. As a result, these schemes may not have any leftover entropy in the extracted key for any practical constructions of memory-based PUFs. For high security applications, we recommend a conservative estimation of entropy loss based on the theoretical work of fuzzy extractors [6] and suggest parameters for generating 128-bit keys from memory-based PUFs.
3) The security property guarantees that for any distribution \( w \) on \( \{0, 1\}^n \) of min-entropy \( m \), the string \( K \) is nearly equiprobably if the adversary observes \( h \). More specifically, if \( (K, h) \leftarrow \text{Gen}(w) \), then \( \text{SD}((K, h), (U_\ell, h)) \leq \epsilon \) where \( U_\ell \) is the uniform distribution on \( \{0, 1\}^\ell \).

The security property states that the extracted key \( K \) is very close to a randomly chosen \( \ell \)-bit key, with only a negligible statistical difference. To extract a 128-bit cryptographic key from a fuzzy extractor with 128-bit security, one can choose \( \epsilon = 2^{-128} \) as parameters. The choices of \( n, m, \ell, t, \epsilon \) will depend on the min-entropy and error rate of the PUF response. We shall discuss how to choose these parameters in Sections IV for high security applications.

B. Fuzzy Extractor based on Code-Offset Construction

Two fuzzy extractor constructions have been provided for the Hamming distance metric [5]: the code-offset construction and the syndrome construction. Both constructions have similar efficiency. In this paper, we review the code-offset construction as follows. The flow of the code-offset based fuzzy extractor is depicted in Figure 1.

![Code-offset fuzzy extractor construction](image)

**Generation Procedure:**
1) **Generation procedure:** Let \( C[n, k, d] \) be an error correcting code. On input \( w \in \{0, 1\}^n \), this procedure chooses \( x \in \{0, 1\}^k \) randomly and computes \( c = C(x) \), the encoding of \( x \). It computes the helper data as \( h = w \oplus c \). The generation procedure also picks a universal hash function \( H \) and computes the key \( K = H(w) \). It outputs \( (K, h) \).

2) **Reproduction procedure:** On input of an element \( w' \in \{0, 1\}^n \), a helper data string \( h \), and a universal hash function \( H \), this procedure first computes \( c' = w' \oplus h \). It then decodes \( c' \) to get \( c \), if \( \text{dist}(w, w') \leq t \). It reproduces \( w = h \oplus c \) and outputs the key \( K = H(w) \).

Note that the helper data usually includes the choice of the universal hash function \( H \). For simplicity, we neglect \( H \) from the helper data. In many practical implementations of fuzzy extractors [3], [17], [23], universal hash functions are replaced with an LFSR-based Toeplitz hash [11] or other cryptographic functions (e.g., SHA or HMAC).

To understand the entropy loss of the code-offset construction, the following theorem has been proved in [5]. Let \( L \) be the entropy loss in the randomness extraction. For information theoretical security \( L = 2(\log(1/\epsilon) - 2 \) due to the leftover hash lemma [9] and for computational security \( L = \log(1/\epsilon) \) due to the generalized leftover hash lemma [2].

**Theorem 1:** [5] Given any \( C[n, k, d] \) code, the code-offset construction is an \( (n, m, \ell, t, \epsilon) \)-fuzzy extractor, where \( \ell = m + k - n - L \). The entropy loss in the fuzzy extractor is \( n - k + L \).

C. Review of Repetition Code based Fuzzy Extractors

Recently there have been many works [3], [17], [23] using concatenated codes to construct fuzzy extractors, more specifically, a repetition code combined with another Error Correcting Code (ECC). Various decoding algorithms have been discussed. The major goal is to reduce the size of the PUF response and the complexity for hardware implementation. Using a conventional ECC, such as a repetition code or a BCH code, the code-offset construction may be inefficient. As argued by Bösch et al. [3], using repetition code alone requires large PUF responses, using Golay code suffers high error probability, and BCH code has high decoding complexity. As a result, they proposed to use a concatenated code to address the PUF requirement and decoding complexity tradeoff.

In coding theory, concatenated codes are a class of ECC codes that achieve a longer codeword and larger code minimum distance by combining two shorter codes, i.e., an outer code \( C_1[n_1, k_1, d_1] \) and inner code \( C_2[n_2, k_2, d_2] \). The new code has \( n = n_1n_2 \) and \( d = d_1d_2 \). When used in a fuzzy extractor, intuitively, the outer code brings down the error rate, and the inner code eliminates the remaining errors. In Figure 2, we illustrate a concatenated code construction. The outer code is specified as a repetition code as in [3], [17], [23].

Codeword generation starts with \( l_2 \) blocks, each \( k_2 \)-bit long. Each block is encoded by the inner code \( C_2 \), the intermediate result has an identical number of blocks and each block is \( n_2 \)-bit long. This inner code can be any variant of ECC, such as BCH, Reed-Muller, or Golay code. Lastly, every single bit is repeated \( n_1 \) times and concatenated to form the final codeword \( C_x \). The decoding procedure follows the reverse, decoding the repetition codeword first and the inner codeword afterwards.

III. ENTROPY LOSS IN REPETITION CODE BASED FUZZY EXTRACTORS

In this section, we discuss the entropy loss in the repetition code based fuzzy extractors used in [3], [17], [23]. We begin with a short PUF response \( w \) and check the leftover entropy from the code-offset construction. Consider an \( n_1 \)-bit subset of PUF response \( w \) and a repetition code \( C_1[n_1, 1, 1] \). In the code-offset construction, a secret bit \( x \) is chosen and \( w \oplus C_1(x) \) is output as helper data \( h \). We wish to calculate the min-entropy in \( w \) or in \( x \) given the value of \( h \). Clearly, the leftover entropy is at most 1 bit. Theorem 1 says that the leftover entropy in \( w \) is \( m + 1 - n_1 \), where \( m \) is the min-entropy in \( w \).
Table I summarizes the leftover entropy on various $n_1$ and various min-entropy. If the min-entropy in $w$ is low, e.g., 65%, then there is zero leftover entropy left from the code-offset. Even if the min-entropy in $w$ is high, e.g., 95%, the leftover entropy decreases quickly if we use a large repetition code. One may argue that the leftover entropy from Theorem 1 proved by Dodis et al. [5] is only a lower bound estimation. We give two concrete scenarios where entropy loss is a concern.

In the first scenario, suppose the first bit of the PUF response $w$ is fixed (for example to 1) and the rest of the PUF bits are random. The entropy and min-entropy in $w$ are both $n_1 - 1$. However, the leftover entropy on $w$ given the helper data $h$ is 0, because $h$ leaks all the information about $w$ and the secret bit $x$. An adversary can easily guess $x$ by looking at the first bit of $h$. In practice, no study ever shows such fixed (or high probability) bits in memory-based PUFs [8], [12], [16], [20]. Nevertheless, this scenario shows that a small drop in the raw PUF response entropy could result in zero leftover entropy. It matches with the entropy estimation in Theorem 1 as $m + 1 - n_1 = n_1 - 1 + 1 - n_1 = 0$.

In the second scenario, suppose the PUF response is strongly biased. For example, let the probability of 1 be 0.75 and the probability of 0 be 0.25. For a single PUF bit $w$, the min-entropy $H_{\infty}(w) = -\log(0.75) = 0.415$ and the entropy $H(w) = -0.75\log(0.75) - 0.25\log(0.25) = 0.811$. The (min-)entropy on a multiple bit $w$ can be computed similarly. Table II shows that the min-entropy is about 40% and entropy is about 80%. Given the helper data $h = w \oplus C_1(x)$, an adversary can guess the value of $x$ as follows: she guesses $x = 0$ if the major bit in $h$ is 1 and $x = 1$ otherwise. The adversary can guess $x$ successfully with high probability (almost 0.9 probability for $n_1 = 5$ and better for larger $n_1$).

Even if the PUF response is slightly biased with good entropy (e.g., probability of being 1 is 0.6 with min-entropy 74% and entropy 97%), a repetition code of size 13 would give the adversary 0.9 probability of guessing $x$ successfully. This scenario shows that even if the PUF response has good entropy (say 80% or even 97%), severe entropy loss is possible in a repetition-code based fuzzy extractor. In many real PUF implementations, both good and bad entropies have been observed. For example, Berg in his thesis [22] shows that the latch PUF has a low min-entropy of 39%, the D-FF PUF has a min-entropy of 50%, and the SRAM PUF has a min-entropy of 87%. A low entropy SRAM PUF has been reported in [10].

We now look at the concatenated-code based fuzzy extractor where the outer code is a repetition code. Let $C_s$ be a concatenated code of $C_1[n_1, 1, n_1]$, and $C_2[n_2, k_2, d_2]$ with $l_2$ rounds. Essentially, $C_s$ is an error correcting code $[l_2 n_2 n_1, l_2 k_2, d_2 n_1]$. Let the PUF response be $w$ with $m$-bit min-entropy. The leftover entropy on $w$ given the helper data $h$ is $m + l_2 k_2 - l_2 n_2 n_1$ based on Theorem 1. If the PUF response has full entropy and is uniformly random, i.e., $m = l_2 n_2 n_1$, then the leftover entropy is $l_2 k_2$.

Table III shows repetition-code based fuzzy extractor methods from [3], [17], [18], [23] with required PUF size, failure rate, and leftover entropy for deriving a 128-bit key, assuming the PUF response has 100% min-entropy, 95% min-entropy, and 75% min-entropy, respectively. The methods from [3] are hard decision fuzzy extractors and the methods from [17], [18], [23] are soft decision fuzzy extractors. We only select methods with failure rate $\leq 10^{-6}$ for most of the cases. Observe that if the PUF response is random, then there is at least 168-bit leftover entropy. However, if the PUF response has 95% min-entropy, half of the methods have 0 leftover entropy and none of them have more than 128-bit entropy. If the PUF response has 75% min-entropy, no entropy remains.

We can see from Table III that there is not enough entropy left to extract a 128-bit cryptographic key if the min-entropy of $w$ is 95% or 75%. This contradicts the claims from [3], [17], [23]. The main reason is that [3], [17], [23] are too optimistic in entropy estimation: they assume that the PUF response is uniformly random during the secure sketch procedure, and then consider entropy loss only during the randomness extraction process (termed privacy amplification in these papers). The fact that there is additional entropy loss in the secure
sketch process was neglected in [3], [17], [23].

IV. PARAMETERS FOR HIGH SECURITY APPLICATIONS

In this section, we examine how to construct fuzzy extractors for memory-based PUFs in high security applications. As discussed earlier, many existing fuzzy extractor proposals [3], [17], [23] are over-optimistic on entropy estimation and do not have enough entropy for extracting a 128-bit key, even if the PUF min-entropy is 95%. These fuzzy extractors may be suitable for low-cost, resource constrained devices such as RFID or smart cards. But for high security or high assurance applications, we recommend a conservative estimate of entropy loss based on theories from Dodis et al. [5] so that we have high confidence about the leftover entropy in the extracted cryptographic key.

To be consistent with the literature and have a fair comparison, we consider the memory-based PUF error rate to be \( p = 15\% \) and several possible min-entropy values for the PUF: 95%, 75%, and 50%. The goal is to extract a 128-bit cryptographic key \( K \) from PUF using fuzzy extractors with a failure rate \( P_{\text{Fail}} < 10^{-6} \).

Let \( C_{1}[n, k, d] \) be a concatenated code of \( C_{1}[n_1, 1, n_{1}] \) and \( C_{2}[n_{2}, k_{2}, d_{2}] \) with \( l_2 \) rounds. Based on Theorem 1, we need to make sure \( \ell \leq m + k - n - L = m + l_2k_{2} - l_2n_2n_{1} - L \), where \( \ell = 128 \) is the key length, \( m \) is the min-entropy in the raw PUF response, and \( L \) is the entropy loss in randomness extraction. For 128-bit computational security, we can set \( L = 128 \) based on the generalized LHL in [2]. In other words, to extract a 128-bit key from PUF, we need to have \( m + k - n \) (the leftover entropy of the PUF response given the helper data \( h \)) greater or equal to 256 bit.

We now show how we estimate the failure rate for a hard decision fuzzy extractor. Let us define a binomial cumulative distribution function: \( \text{binocdf}(t, n, p) = \sum_{i=0}^{t} \binom{n}{i} p^i (1 - p)^{n-i} \). The error rate for the repetition code \( C_{1}[n_1, 1, n_{1}] = 2t_1 + 1 \) is defined as \( P_{1} = 1 - \text{binocdf}(t_1, n_{1}, p) \). The error rate for the inner code \( C_{2}[n_{2}, k_{2}, d_{2} = 2t_2 + 1] \) is defined as \( P_{2} = 1 - \text{binocdf}(t_2, n_2, P_{1}) \). The overall failure rate \( P_{\text{Fail}} \) of a hard decision fuzzy extractor is defined as \( P_{\text{Fail}} = 1 - (1 - P_{1})^{l_2} \).

Table IV shows a few possible fuzzy extractor parameters for 95% min-entropy PUFs in order to extract a 128-bit key with failure rate \( P_{\text{Fail}} < 10^{-6} \). Using a hard decision fuzzy extractor with a repetition code, we need a 4910-bit PUF to extract the key. Repetition code \( R[5, 1, 5] \) seems to be most efficient among all possible repetition codes. Using the soft decision fuzzy extractor from [17], [18], we need a 3456-bit PUF to extract the key. Using the soft decision fuzzy extractor that requires only a single enrollment from [23], we need a 20544-bit PUF. Note that the choices of soft decision fuzzy extractors come from Table III with recalculated failure rate based on expanded PUF sizes in order to have sufficient entropy. Observe that if the min-entropy of the PUF is high enough, repetition code based fuzzy extractors are still effective. Also observe that soft decision fuzzy extractors are slightly more efficient than hard decision fuzzy extractors, with smaller ECC complexity and smaller PUF requirements. However, soft decision fuzzy extractors require multiple PUF measurements at the generation phase and require much larger helper data, which may be unacceptable for some applications.

We now look at min-entropies of 75% and 50%. We cannot find any possible constructions to extract a 128-bit key. We searched all possible BCH codes under 1023-bit length without any outcome. We believe that hard decision fuzzy extractors do not work for high error rate and low entropy PUFs. Soft decision fuzzy extractors with single enrollment [23] do not work either, since they heavily depend on a large repetition code. With low PUF entropy, a repetition code would result in zero leftover entropy in the key. The soft decision fuzzy extractor from [17] may work, but significant modification is needed since repetition codes cannot be used likely resulting in a larger and costly soft-decision maximum-likelihood decoder.

For PUFs with high error rate and low entropy, we propose using the dark bits method [1], i.e., run multiple PUF measurements during the generation procedure, and discard all the PUF bits that are noisy. Using this method, we are able to reduce the PUF error rate without incurring entropy loss on the remaining PUF bits. Thus we can extract cryptographic keys from these PUFs without using repetition codes in the

<table>
<thead>
<tr>
<th>Ref.</th>
<th>( C_{1} )</th>
<th>( C_{2} )</th>
<th>( l_2 )</th>
<th>PUF size</th>
<th>( P_{\text{Fail}} )</th>
<th>Leftover Entropy</th>
</tr>
</thead>
<tbody>
<tr>
<td>[3]</td>
<td>( R[3, 1, 3] )</td>
<td>( BCH[63, 7, 31] )</td>
<td>25</td>
<td>4725</td>
<td>2.0 E-6</td>
<td>175</td>
</tr>
<tr>
<td>[3]</td>
<td>( R[5, 1, 5] )</td>
<td>( BCH[226, 86, 43] )</td>
<td>2</td>
<td>2260</td>
<td>4.6 E-7</td>
<td>172</td>
</tr>
<tr>
<td>[3]</td>
<td>( R[15, 1, 15] )</td>
<td>( RM[16, 5, 8] )</td>
<td>35</td>
<td>7280</td>
<td>1.6 E-8</td>
<td>175</td>
</tr>
<tr>
<td>[17]</td>
<td>( R[3, 1, 3] )</td>
<td>( RM[64, 22, 10] )</td>
<td>8</td>
<td>1536</td>
<td>1.1 E-8</td>
<td>176</td>
</tr>
<tr>
<td>[18]</td>
<td>( R[4, 1, 4] )</td>
<td>( RM[32, 16, 8] )</td>
<td>11</td>
<td>1408</td>
<td>6.5 E-7</td>
<td>176</td>
</tr>
<tr>
<td>[18]</td>
<td>( R[7, 1, 7] )</td>
<td>( RM[16, 11, 4] )</td>
<td>16</td>
<td>1792</td>
<td>1.1 E-8</td>
<td>176</td>
</tr>
<tr>
<td>[23]</td>
<td>( R[7, 1, 7] )</td>
<td>( RM[16, 5, 8] )</td>
<td>35</td>
<td>3920</td>
<td>3.7 E-7</td>
<td>175</td>
</tr>
<tr>
<td>[23]</td>
<td>( R[14, 1, 14] )</td>
<td>( RM[8, 4, 4] )</td>
<td>43</td>
<td>4816</td>
<td>3.3 E-7</td>
<td>172</td>
</tr>
<tr>
<td>[23]</td>
<td>( R[8, 1, 8] )</td>
<td>( G[24, 12, 8] )</td>
<td>15</td>
<td>2880</td>
<td>4.8 E-7</td>
<td>180</td>
</tr>
</tbody>
</table>

Table III: Leftover entropy on the PUF response given various fuzzy extractor methods and various min-entropy on PUF. In the table, \( R \) denotes repetition code, \( BCH \) denotes BCH code, \( RM \) denotes Reed-Muller code, \( G \) denote Golay code, and \( P_{\text{Fail}} \) denotes the failure rate on the key.
first instance. Due to the space limit, we will report more details of our proposal in the full version of this paper.

V. CONCLUSION

In this paper, we show that, while repetition codes are heavily used in recently proposed fuzzy extractors due to their simplicity and rapid reduction of error rate, their use is risky when the min-entropy in the PUF response is low. We also show that parameters in the existing fuzzy extractor literature are over-optimistic in entropy estimation and may not be suitable for high security applications. We recommend a conservative estimation of entropy loss based on the theoretical work of fuzzy extractors. An open question is whether there is a secure way to extract cryptographic keys from low-entropy and high-error PUFs in applications where multiple PUF measurements in the generation procedure are not possible.
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