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Abstract—Wide I/O, the recent JEDEC DRAM standard, has created an opportunity for architects to overcome the “memory wall” challenge. 2.5D/3D integration enables Wide-I/O to deliver high memory bandwidth and low latency for mobile applications. On the other hand, LPDDR3 was introduced to mainly address the power budget challenge in embedded MPSoCs. Employing either Wide I/O or LPDDR3 leads to different power, performance and thermal behavior of the system that necessitates a thorough analysis of both technologies. In this paper, we present a comprehensive analysis of the latency, performance, power and thermal behavior of these two emerging DRAM technologies in embedded MPSoCs. We conduct a comprehensive study to understand the impact of core count, core micro-architecture, and core-memory integration technology on the trade-offs that these two memory technologies offer. We show that while stacked Wide I/O outperforms LPDDR3 by as much as 7%, it increases the power consumption by 14%. To improve the power efficiency, we evaluate stacked LPDDR3, a DRAM design that is as high performance as Wide I/O - yet it is as power efficient as LPDDR3.
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I. INTRODUCTION

In recent years, there have been significant innovations in portable platform industry. Smart handheld devices including tablets and Smartphones have taken over the electronic market [1]. These platforms are mainly relying on portable SoC computers such as TI OMAP, Nvidia Tegra and Samsung Exynos, which are low power – yet high performance. To keep up with uninterrupted rapid growth in mobile platform industry, mobile application processors (APs), which are the heart of embedded MPSoCs, are becoming more complex, equipped with larger number of processing cores to respond to the higher performance demand of mobile applications. For example, Exynos 7 Octa, embedded in Galaxy Note4, uses a big and a little quad-core processor [3], TI OMAP, embedded in Amazon Kindle Fire, employs a dual-core processor with 1.7 GHz frequency, and Nvidia Tegra K1 in Microsoft Surface uses four ARM A9. While core count is almost doubling every two years in these platforms, main memory DRAM capacity scales at a slower pace and doubles only every three years [25]. In addition, DRAM bandwidth required by applications is growing rapidly, almost doubles every four years [4] [10]. On the other hand, increasing core counts in embedded MPSoCs further increases the bandwidth demand. As a result, memory bandwidth per core is insufficient to meet the demands of future mobile applications. Therefore, in portable computer era, main memory performance is becoming an increasingly important contributor to the overall system performance, especially due to the so-called memory wall challenge.

Besides higher performance, lower power dissipation is another factor that should be considered in portable platforms. A device with high power consumption results in shorter battery lifetime. In addition, since using an expensive and large heatsink is not feasible in such platforms, high power dissipation can lead to thermal issues as well. Therefore, it is necessary to make portable platforms as low power as possible.

Among embedded MPSoCs components, DRAM is one of the major power consumers. For example, our measurements on OMAP5 SoC platform with DDR3L DRAM reported in Fig. 1 demonstrate that DRAM’s power consumption is comparable to core power. Therefore using low-power DRAM can reduce the total power consumption of the embedded MPSoC considerably.

The increasing demand for low power DRAM has driven JEDEC to standardize LPDDRx for mobile platforms. LPDDR2/LPDDR3, compared with older generation of low-power DRAMs including DDR3L, removes on-die termination
(ODT) and applies lower supply voltage [5]. This results in 10% and 67% typical idle and self-refresh power reduction [5].

Using stronger APs leads to higher performance (i.e. higher resolution display or shorter response time for handheld devices) only if the memory can keep up with core processing speed and not becomes a bottleneck [1]. However, more complex cores result in memory congestion and therefore exacerbate the memory-wall problem [18]. Using 3D-integration, JEDEC has addressed this issue by standardizing Wide I/O DRAM protocol [6-7]. Wide I/O consists of four DRAM dies vertically connected using Through Silicon Via interconnect (TSV) and micro bumps [22]. More number of channels, wider data bus and faster interconnects makes Wide I/O DRAM a high-bandwidth memory. Moreover, Wide I/O uses similar low-power techniques as LPDDR2/LPDDR3 does and is expected to be as low power as LPDDR3 [5][10]. In addition, it removes delay lock loop (DLL) to achieve lower static power [8]. Furthermore, due to low-capacitance TSVs, the I/O power consumption reduces drastically [9].

Unlike high-performance platforms, due to high-cost and large footprint, using high-end thermal management technologies (e.g. heat-sink) in portable platforms is not practical. Therefore, despite consuming low power, the high power density of Wide I/O could potentially create thermal issues. Stacking Wide I/O on the processor can even exacerbate the power-density problem.

Recent works have mainly focused on power and performance optimization of Wide I/O and LPDDR3 [8][26]. There are also a number of recent research on LPDDRx and Wide I/O power and performance modeling [9][23][24]. However, to the best of our knowledge, this is the first paper that conducts a comprehensive analysis on a wide range of architectures to compare the two technologies from performance, power and temperature points of view in portable platforms. We consider three different packaging to study the two technologies including, off-chip LPDDR3, 2.5D Wide I/O which integrates the memory and the processor through the use of interposer, and 3D Wide I/O where stacks the memory on the processor. We also propose and analyze stacking LPDDR3 on processor die using 3D-integration (stacked LPDDR3). We observe the following key findings:

- For future embedded MPSoCs with simple in-order core micro-architecture (e.g. ARM Little, Cortex-A7), stacked LPDDR3 technology is more power and performance-efficient compared to Wide I/O, however Wide I/O becomes more competitive for MPSoCs with complex out-of-order core (e.g. ARM Big, Cortex-A9) micro-architectures. Therefore, considering the integration cost, in embedded MPSoCs with complex micro-architectures, 2.5D Wide I/O is a more preferable choice over 3D Wide I/O.

- Across almost all studied applications and microarchitectures, Wide I/O consumes higher power compared to LPDDR3, contrary to what has been shown in latest industry reports [5][10].

- LPDDR3 has noticeable advantages over Wide I/O in terms of PDP (Power Delay Product) for in-order cores. However, Wide I/O outperforms LPDDR3 for out-of-order cores, as more memory requests are generated and can be serviced simultaneously.

In summary the main contributions of this paper are as follows:

- We explore and analyze the performance, power and thermal behavior of LPDDR3 and Wide I/O memory technologies in embedded MPSoCs with various processor configurations, core micro-architectures, core count and different memory packaging, to compare the two technologies.

- Exploiting the low power consumption of LPDDR3 and high bandwidth of 3D-integration we carefully study and analyze stacked LPDDR3 in which the performance is becoming comparable to Wide I/O while resulting in lower power consumption and improved thermal behavior.

- We show that unlike high-end platforms where the core is the dominant power consumer, in embedded MPSoCs with Wide I/O the DRAM memory subsystem and the processor have almost comparable power footprint contributing to a similar extent to the total power of the MPSoC. Therefore, to overcome the thermal challenges in stacked Wide I/O, the conventional techniques that mainly focus on processor core power are insufficient, calling for new thermal management techniques targeting the DRAM and processor, simultaneously.

The rest of this paper is organized as follows: Section II presents the background. Section III introduces the methodology we use for DRAM technology analysis. Section IV presents the analysis results. Section V introduces our proposed stacked LPDDR3 and Section VI analyzes the studied architectures in detail. Section VII introduces some related works. Finally, Section 7 concludes the paper.

## II. BACKGROUND

LPDDR DRAM was introduced in embedded platforms to overcome the power challenge caused by DDR family. The power efficiency proposed by LPDDR is mainly achieved by using lower supply voltage. In addition, other techniques are employed to save more energy including deep power down mode, low frequent refreshing due to lower temperature, DLL elimination, and optional ODT [12].

Although LPDDR family addresses the power challenges of DDR family for mobile devices, it still suffers from the pin count constraint [8]. In addition, latest works have shown that bandwidth requirement in handheld devices increases rapidly [10] [25]. Therefore, the pin constraint can create a bottleneck for high bandwidth-demanding applications in portable devices. Using 3D-integration, the emerging Wide I/O technology was proposed to address the bandwidth challenge.
TSV is the key enabler for 3D-integration [32]. TSV improves the capacitance per connection and consequently reduces connection power consumption by as much as 6X [11]. Moreover, it shortens the connection length by 200X [11]. Also, TSV provides higher number of connections for Wide I/O, leading to higher number of memory channels and therefore higher throughput. However, all of these benefits do not come for free. In fact, using TSVs and 3D-integration in Wide I/O comes with almost three times more cost per bit than LPDDR3 [21].

Fig. 2 (a) and (b) show the LPDDR3 and Wide I/O architectures that we study in this paper. Fig. 2 (c) shows the top view of a 4-channel Wide I/O including channels and TSV areas location. As Fig. 2 (a) and (b) report, Wide I/O has two times more channels than LPDDR3. In addition, the data bus width per channel in Wide I/O is two times higher compared with the bus width in LPDDR3. As shown in Fig. 2 (c), Wide I/O has four dies stacked vertically. Each die consists of memory cells and TSV area. Memory cells are accessed by the memory controller through the channels. The memory controller is implemented in a separate logic die placed beneath the DRAM cell layers.

III. METHODOLOGY

A. Studied Architectures

Based on the current trend of increasing core count in portable SoCs [3], in this work we model a 4-core and an 8-core embedded MPSoC with a 4 GB memory as the target platform. The processor is modeled using 32nm process technology. For each studied MPSoC we model two different architectures: an in-order core similar to ARM Cortex-A7, and a 2-way out-of-order superscalar core similar to ARM Cortex-A9. Table I summarizes the detailed micro-architectural parameters we use in this work.

In this work we study three different packaging and integration technologies for LPDDR and Wide I/O, as is illustrated in Fig. 3. As Fig. 3 shows, while LPDDR3 is off-chip, Wide I/O is embedded with the processor cores using either an interposer (2.5D) or 3D TSV interconnects (stacked). For LPDDR3, the memory controller resides on the same die as the processor core does. However, for Wide I/O, in both 2.5D and 3D, a separate logic die is integrated beneath the DRAM cell layers as a memory controller.

We consider two channels for LPDDR3 [5]. However, as 3D-integration allows more number of channels, for Wide I/O we assume a four and an eight-channel design [8]. We consider four banks per channel in all studied designs. The data bus width for LPDDR3 and Wide I/O is set to 64 and 128 bits respectively.

Fig. 4 gives an overview of our simulation methodology. For simulation we integrated SMTSIM [13] with DRAMSim2 [14]

<table>
<thead>
<tr>
<th>TABLE I. APPLICATION PROCESSOR PARAMETERS</th>
<th>Config 1</th>
<th>Config 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Core Clock</td>
<td>2GHz</td>
<td>2GHz</td>
</tr>
<tr>
<td>Core Count</td>
<td>4,8</td>
<td>4,8</td>
</tr>
<tr>
<td>Issue, Commit Width</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>INT &amp; FP Instruction Queue</td>
<td>1</td>
<td>16</td>
</tr>
<tr>
<td>INT Reg, FP Reg</td>
<td>16</td>
<td>32</td>
</tr>
<tr>
<td>L1 Cache</td>
<td>16KB, 2-way</td>
<td>32KB, 4-way</td>
</tr>
<tr>
<td>L2 Cache</td>
<td>256KB</td>
<td>512KB</td>
</tr>
</tbody>
</table>
TABLE II. WORKLOAD’S APPLICATIONS

<table>
<thead>
<tr>
<th>Type</th>
<th>#W</th>
<th>Workload</th>
</tr>
</thead>
<tbody>
<tr>
<td>4-core</td>
<td></td>
<td>anmp, applu, art, bwave 06</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>bzip2_06, cactusADM 06, parser, facerec</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>gcc 06, gobmk 06, lbin 06, leslie3d 06</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>libquantum 06, mf, mg.big, onmep 06</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>perim_big, spoolx 06, sp_big, swim</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>vortex 3, perlbench 06, dhrystone, crafty, namd 06</td>
</tr>
</tbody>
</table>

and McPAT 0.8 [15]. SMTSIM is used to simulate the processor architectures. McPAT is used for processor power simulation. DRAMSim2 is extensively modified to simulate different memory architectures including LPDDR3 and Wide I/O and different packaging technologies. DRAMSim2 is also equipped with a power profiler to generate the memory subsystem power trace. Table II shows the 12 workloads we use for 4-core and 8-core platforms. The benchmarks used in the workloads are selected randomly. We fast-forward benchmarks for 1B instructions and then run for another 1B.

B. Performance, Power, and Thermal Model

In this paper, we carefully model LPDDR3 and Wide I/O architectures to account for their architectural as well as timing and power characteristics. We use the timing and power model parameters reported in [9]. Table III reports the main timing and power model parameters we use for LPDDR3 and Wide I/O. Some important parameters are defined as follows: CL, BL, RAS and TAW account for column access strobe, burst duration, row access strobe and two bank activation window time. Moreover, iddxs are different current consumption per access in different conditions. For example idd4w and idd4r are writing and reading energy per access respectively.

Since DRAMSim2 does not report the memory controller power consumption, similar to [29] and [30], we use the reported data in [16] to estimate the controller power in 2.5D and stacked Wide I/O 3D. According to the data reported in [16], the controller dissipates 1.8 more power than DRAM cells.

TABLE III. LPDDR3 AND WIDE I/O MODEL PARAMETERS

<table>
<thead>
<tr>
<th>Timing model parameters</th>
<th>CL (ns)</th>
<th>BL (ns)</th>
<th>RAS (ns)</th>
<th>CD (ns)</th>
<th>RD (ns)</th>
<th>TAW (ns)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LPDDR3</td>
<td>800</td>
<td>12</td>
<td>8</td>
<td>36</td>
<td>15</td>
<td>48</td>
</tr>
<tr>
<td>Wide I/O</td>
<td>200</td>
<td>3</td>
<td>8</td>
<td>12</td>
<td>5</td>
<td>16</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Power model parameters</th>
<th>idd0 (mA)</th>
<th>idd0z (mA)</th>
<th>idd2n (mA)</th>
<th>idd3n (mA)</th>
<th>idd4r (mA)</th>
<th>idd4w (mA)</th>
<th>idd52 (mA)</th>
<th>vdd (V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LPDDR3</td>
<td>15</td>
<td>50</td>
<td>2</td>
<td>2</td>
<td>5</td>
<td>10</td>
<td>168</td>
<td>1.2</td>
</tr>
<tr>
<td>Wide I/O</td>
<td>6.06</td>
<td>21.82</td>
<td>0.16</td>
<td>0.58</td>
<td>1.82</td>
<td>1.82</td>
<td>48.34</td>
<td>1.2</td>
</tr>
</tbody>
</table>

5. Average memory access latency of the studied DRAM technologies used in studied architectures.

Table IV reports the thermal configuration parameters used for HotSpot simulation [17]. We assume that in our studied memory sub-system, the power dissipation is distributed evenly among the DRAM layers. Based on McPAT results, the size of a 4-core and an 8-core architecture are found to be 27.84 mm² and 55.68 mm², respectively.

IV. ANALYSIS

In this section, we report the performance, power and thermal behavior of the studied architectures. We analyze performance-power tradeoffs of the entire system as well as main memory for different DRAM technologies. We also study the impact of increasing the core count and DRAM channels (in 3D Wide I/O) on performance, power and temperature of the DRAM as well as the processor. We report the results for four distinct memory technologies and packaging including LPDDR3, 2.5D Wide I/O, 3D stacked Wide I/O with four channels and 3D stacked Wide I/O with four and eight channels.

A. Performance Analysis

1) Memory access time: The average memory access latency for different memory technologies including Wide I/O and LPDDR3 is shown in Fig. 5. The results are averaged across all the workloads.

As expected, stacked Wide I/O has the shortest memory access latency while LPDDR3 has the longest. 2.5D Wide I/O stands in between due to longer and shorter CL latency compared to 3D Wide I/O and LPDDR3, respectively.

As Fig. 5 shows, designs with out-of-order cores have noticeably higher memory access latency compared to designs with in-order cores, for both 4-core and 8-core cases and almost all memory technologies and configurations. Moreover, the difference between the memory latencies becomes larger by increasing the number of cores from four to eight; especially when we compare Wide I/O to LPDDR3 for 8-core design. This

TABLE IV. THERMAL CONFIGURATION PARAMETERS USED IN HotSpot

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Processor and DRAM Die thickness</td>
<td>0.15 mm, 0.05mm</td>
</tr>
<tr>
<td>Silicon thermal conductivity</td>
<td>100 W/mK</td>
</tr>
<tr>
<td>Silicon specific heat</td>
<td>1750 KJ/mK</td>
</tr>
<tr>
<td>Spreader thickness</td>
<td>0.5 mm</td>
</tr>
<tr>
<td>Spreader thermal conductivity</td>
<td>400W/mK</td>
</tr>
<tr>
<td>Interface material conductivity</td>
<td>4 W/mK</td>
</tr>
<tr>
<td>Heatsink thickness</td>
<td>0.1 mm</td>
</tr>
<tr>
<td>Heatsink conductivity</td>
<td>400W/mK</td>
</tr>
<tr>
<td>Ambient and initial temperature</td>
<td>45°C</td>
</tr>
<tr>
<td>Sampling interval</td>
<td>1 ms</td>
</tr>
</tbody>
</table>
is because a larger number of cores generate greater number of memory requests resulting in higher bandwidth demand. Higher bandwidth utilization leads to longer memory latency \[18\] [29]. The relation between the memory latency and the bandwidth utilization is somewhat linear for low bandwidth utilization \[18\] [29]. However, for high bandwidth utilization the latency grows exponentially due to queuing effect \[18\] [29]. Therefore, in LPDDR3, for which the requests are serviced slowly, higher utilization results in queuing effect. As a result, higher latency growth is observed.

We also observe that Wide I/O does not benefit much from doubling the number of channels in 4-core design; however as the number of cores increases to 8, the difference between 4 and 8 channels is becoming larger as more memory requests are generated.

2) Processor performance analysis: Fig. 6 presents the performance improvement of various designs using Wide I/O with different packaging technologies as compared to LPDDR3.

Core complexity is one of the main factors that affect the processor performance. While out-of-order processors can hide DRAM latency due to the out-of-order execution capability, they generate more memory requests and consequently could result in higher DRAM congestion and longer memory access latency. In contrast, due to in-order execution, the DRAM latency cannot be hidden in in-order processors; however memory congestion occurs less frequently as a result of lower number of memory requests. Therefore, the high bandwidth of Wide I/O has less impact on in-order processors’ performance and is more beneficial in out-of-order processors. As Fig. 6 shows, out-of-order design gains more benefits in terms of IPC from Wide I/O compared to in-order design.

Besides core complexity, core count is another competing factor that affects performance. The more cores the embedded MPSoC employs, the higher DRAM bandwidth it requires to satisfy higher number of generated DRAM requests. On the other hand, as discussed in Section I, Wide I/O has been introduced for bandwidth-demanding applications. Therefore, as shown in Fig. 6, the performance improvement is higher for the 8-core design compared to the 4-core design across all memory technologies. Moreover, comparing 4-core out-of-order processor with 8-core in-order processor in Fig. 6, we observe that Wide I/O is more beneficial for designs with more complex cores than for design with larger number of cores.

![Fig. 6. Embedded MPSoC performance improvement, using different DRAM technology compared to LPDDR3.](image)

We also observe only a slight performance improvement by using eight channels over four channels, across all designs. As the number of channels increases, DRAM can service more parallel accesses and therefore the chances of queuing and memory congestion is reduced. However this does not comes for free and in fact incurs significant cost to DRAM, in particular in embedded systems where cost is a prime concern. Therefore, employing 8-channel DRAM is not a cost-effective solution.

B. Power Analysis

In this section we evaluate power consumption of various memory technologies. To have a better understanding of different DRAM technologies’ impact on power consumption, we break down the DRAM power to background, active/pre-charge, burst and refresh power. The background power shows the energy dissipation used to operate the control circuitry \[19\]. Depending on whether or not the device is in low power mode, the background power varies. The active/precharge power demonstrates the power consumed to activate and precharge a row within the data array. The burst power accounts for data transmission on the data bus, and finally the refresh power shows the energy dissipated for refreshing the rows. The results are reported in Fig. 7.

As shown in Fig. 7, for both in-order and out-of-order designs with four and eight cores, LPDDR3 achieves the lowest power consumption while stacked Wide I/O with eight channels results in the highest power. 2.5D and stacked Wide I/O with four channels consume almost similar power and lies in the middle of the spectrum. Although the reported results in \[5\] and \[10\] predict less power consumption for Wide I/O, and also Table III reports smaller values for Wide I/O’s power model parameters such as read and write consuming current compared to LPDDR3’s, due to shorter access time (see Fig. 5), Wide I/O services more number of requests in a given time which results in higher power consumption.

We also observe that for more complex core microarchitecture and for larger number of cores, a higher power is consumed. This is in part, due to larger number of memory requests and consequently larger burst power. Moreover, As Fig. 7 illustrates, under these circumstances, the refresh power remains almost constant, while the background power increases slightly. This is happening because of higher DRAM utilization that causes DRAM to stay in low-power mode less frequently [19]. Moreover, high DRAM utilization causes more
activation/precharge operation and thus results in higher act/precharge power consumption [19].

C. Temperature Analysis

In this section, we study the thermal behavior of the DRAM technologies discussed in this paper. The steady state temperature of the hottest spot of the studied DRAM technologies are reported in Fig. 8.

As Fig. 8 illustrates, LPDDR3 has the lowest temperature among all DRAM technologies, core micro-architecture, and core counts, as it is located ‘off the chip’. 2.5D Wide I/O comes next. As 2.5D Wide I/O is integrated with the core die using interposer, it benefits from the heat-sink. However, stacked layers and higher power consumption of the 2.5D Wide I/O results in up to 6.9°C higher temperature compared to LPDDR3.

As shown in Fig. 8, the temperature of stacked Wide I/O is up to 5.4°C higher than that of 2.5D Wide I/O. This temperature rise is due to the heat generated by the processor layer. Moreover, Fig. 8 shows that stacked wide I/O with eight channels has the highest temperature among the studied DRAMs due to its high power consumption. The temperature rises up to 5.7°C compared to stack Wide I/O with four channels.

As Fig. 8 illustrates, employing processor with more complex micro-architecture, i.e. out-of-order, results in temperature rise in all DRAM designs due to higher power density. However, increasing the number of cores has negligible impact on temperature. In fact, as the number of cores increases, the area also increases, and therefore the power density remains almost constant.

Furthermore, comparing out-of-order 4-core design with in-order 8-core design shows a slight temperature rise in both LPDDR3 and 2.5D Wide I/O. However the temperature drops by 2°C and 4°C for 4-channel and 8-channel stacked Wide I/O DRAM, respectively. That is because in contrast to LPDDR3 and 2.5D Wide I/O cases where the temperature is decided by the DRAM, the power density of the embedded MPSOc is decided by both the DRAM power as well as the processor power when Wide I/O is stacked. In this case, while the DRAM layer size is doubled, the memory accesses and therefore the burst and active/recharge power remains almost the same. As a result, while the power density of the cores almost remains constant, the power density of the Wide I/O decreases compared to LPDDR3 and 2.5D Wide I/O. Therefore the power density of the entire embedded MPSOc decreases.

Another interesting observation when DRAM is stacked with embedded core is, unlike the high-end core, the thermal behavior is decided by both the core power as well as DRAM power, as DRAM power is comparable to core power. In high-end MPSOcs with stacked DRAM, the DRAM’s power consumption has a small contribution in MPSOcs total power, which causes the DRAM temperature to be mainly decided by the core power [20]. Our observation in embedded MPSOcs, and across various micro-architectures (in-order and out-of-order) shows that the stacked Wide I/O power is comparable with core power. Therefore, applying techniques that are proposed recently to reduce the processor temperature to reduce DRAM temperature such as the one in [20] and [7] are not sufficient to significantly affect the stacked DRAM temperature.

V. STACKED LPDDR3

As shown in Fig. 7, regardless of core complexity and core count in embedded MPSOcs, LPDDR3 consumes lower power compared to Wide I/O. Moreover, the relative cost per bit of LPDDR3 is three times less than Wide I/O [21]. However, as Fig. 5 shows, Wide I/O offer higher performance compared to LPDDR3.

In order to benefit from both the lower power of LPDDR3 and the higher performance of 3D stacking (for Wide I/O), we evaluate stacked LPDDR3 where LPDDR3 memory is integrated with the core in 3D. Die-stacked DRAM has been explored and validated in many prior works [18][20][31]. However, to the best of our knowledge, this is the first work that proposes and analyzes stacked LPDDR3 in embedded MPSOcs. While we consider the same power model parameter of LPDDR3 reported in Table III for the stacked LPDDR3, similar to [18] and [29] which assume smaller read and write latency for the stacked DRAM, we reduce the column access strobe to model fast interconnects. We assume the proposed stacked LPDDR3’s CL is equal to that of stacked Wide I/O. Since we do not modify the LPDDR3’ architecture, we assume the rest of the timing parameters remain constant. The physical interface, bus width, capacity and other basic specifications of stacked LPDDR3 are the same as LPDDR3. Fig. 9 compares stacked LPDDR3 and stacked Wide I/O in terms of power, performance and temperature.

As shown in Fig. 9, compared to stacked Wide I/O, stacked LPDDR3 has the least performance loss in in-order 4-core design. The performance loss increases as the core count and the micro-architecture complexity of the cores increases. The results show that for large number of cores and for out-of-order superscalar cores, stacked Wide I/O still provides noticeable

---

Fig. 8. Steady state temperature of different DRAM technologies.

Fig. 9. Performance, power and thermal comparison of stacked LPDDR3 relative to Wide I/O with eight channels.
benefits in terms of performance compared to stacked LPDDR3. However, comparing the power consumption results show that, as the number of cores and micro-architecture complexity of cores increases, stacked LPDDR3 provide higher power reduction benefits compared to stacked Wide I/O.

Also, as Fig. 9 shows, despite having an almost equal power reduction for 4-core and 8-core designs, the thermal improvement is noticeably higher in stacked LPDDR3 compared to Stacked Wide I/O for 4-core design. According to the results in Fig. 8, off-chip LPDDR3 temperature is more comparable to Wide I/O for 8-core design. Our observation reports that the stacked LPDDR3 steady state temperature for 4-core in-order, 4-core out-of-order, 8-core in-order and 8-core out-of-order designs are 50.2°C, 51.4°C, 53.4°C and 56.4°C respectively.

VI. QUALITATIVE ANALYSIS

In this section we present a qualitative analysis of all studied DRAM technologies. We compare DRAM power, latency, and temperature, core power and total application performance. In addition, we report the processor PDP (Power Delay Product) to find the best DRAM technology for the studied architectures. In Fig. 10, we use spider graph to present this comparison. To have a better understanding, the graph parameter values are scaled to five equal levels where the first level shows the smallest and the fifth represents the largest. Polygons inside the spider chart show different DRAM technologies. Since smaller values of power, latency, temperature and PDP are desired, the closer the polygons get to the center of the chart, the better design they present. Figs. 10 (a), 10 (b), 10 (c) and 10 (d) show the results for 4-core in-order, 4-core out-of-order, 8-core in-order, and 8-core out-of-order MPSoCs. We present our qualitative comparison of results in form of key finding as follows:

**Key Finding 1:** Using stacked LPDDR3 results in the lowest PDP meaning that this design is the most power and performance-efficient for embedded MPSoCs with four in-order cores. As the core count increases to 8 and the micro-architecture complexity increases to out-of-order superscalar, the stacked Wide I/O becomes the most efficient design.

**Key Finding 2:** For 8-core out-of-order MPSoCs, 3D and 2.5D Wide I/O polygons almost overlap, meaning that both offer almost similar power, performance and thermal efficiency. Moreover, both 3D and 2.5D Wide I/O comes with the lowest PDP. Since using interposer is a more cost-effective choice than expensive 3D stacking, 2D wide I/O is more preferable as core complexity and core count increases in future embedded MPSoCs.

**Key Finding 3:** A marginal performance boost is obtained by using eight channels over four channels in Wide I/O. Consequently, in platforms where the cost is one of the major concerns, employing 8-channel DRAM is not a cost-effective solution.

**Key Finding 4:** Contrary to our expectation and latest industry reports [5][10], 2.5D and stacked wide I/O are shown to have the highest power consumption in all studied configurations. However, LPDDR3 (2D and 3D) always offer the lowest power consumption across all core configurations (see Table III).

VII. RELATED WORKS

LPDDR3 [5] and Wide I/O [6] are the two state-of-the-art memory technologies introduced by JEDEC to improve the energy-efficiency and bandwidth of mobile DRAMs. Several recent works have proposed different implementation of LPDDR3 and Wide I/O [27][28]. There are also a number of recent works focused on system and architecture level optimization of power, performance and temperature in LPDDR3 and Wide I/O [8][26]. For example [8] proposes a new architecture for Wide I/O referred as 3D-SWIFT to achieve high access parallelism. [26] improves the Wide I/O refresh power consumption by adapting the refresh period based on the temperature variation.

Furthermore, some research have been done on modeling and characterization of emerging DRAM technologies. Chandrasekar et al. propose a comprehensive system and circuit level power model for both LPDDR3 and stacked Wide I/O [9]. Matthias et al. suggest a new methodology to model the backend of stacked Wide I/O memory systems using TLM modeling. Hansson et al. propose an event-base memory controller model capable of simulating emerging memory technologies including LPDDR3 and Wide I/O [2].

Manil et al. analyze different DRAM technologies with worst-case bandwidth scenario in real-time systems [24]. Based on their analysis they propose a methodology to select an appropriate DRAM technology. However, [24] has not investigated the impact of different DRAM technologies on the system performance and power. Moreover it has not studied the thermal challenges in MPSoCs with stacked DRAM.

---

Fig. 10. Qualitative analysis of studied DRAM technologies with different core configuration and core count.
To the best of our knowledge this research is the first work that investigates performance, power and temperature trade-offs of the two important emerging DRAM technologies, LPDDR3 and Wide I/O, across a wide range of core and micro-architecture configurations and various applications, to understand the implication of emerging DRAM technologies choice in future embedded MPSoCs.

VIII. CONCLUSION

In this work, we present a comprehensive analysis of the latency, performance, power and thermal behavior of the two emerging DRAM technologies including LPDDR3 and Wide I/O in embedded MPSoCs across a wide range of core configurations, micro-architectures and packaging technologies. We demonstrate that in contrast to expectations and latest industry reports [5][10], LPDDR3 has low-power consumption advantage over Wide I/O. However, it suffers in performance. Therefore, we propose and analyze 3D stacked LPDDR3 to benefit from both the lower power feature of LPDDR3 and the higher performance of 3D stacking (for Wide I/O). Our analysis shows that while 3D stacked LPDDR3, compared to 3D Wide I/O, is more performance and power-efficient for embedded MPSoCs with simple in-order core micro-architecture, it becomes less competitive for more complex our-order micro-architecture. Furthermore, we show that stacked Wide I/O has noticeable advantage over LPDDR3 as the number of cores increases in future MPSoCs.
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