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Abstract

Leakage power has grown significantly and is a major challenge in SoC design. Among SoC's components, clock distribution network power accounts for a large portion of chip power. This paper proposes to deploy sleep transistor insertion (STI) in the clock tree of datapaths in ASICs or in general-purpose processors in order to reduce leakage power. It characterizes the effect of sleep transistor sharing and sizing on clock tree wakeup time, leakage power, and propagation delay. It then uses these characteristics during leakage power optimization. It describes a post synthesis sleep transistor insertion (PSSTI), a heuristic clustering algorithm for sleep transistor insertion with the objective of total power minimization in a given clock tree. Sleep transistor sharing and sizing are deployed in order to meet the clock skew and wakeup delay constraints. The potential benefits of STI in ASIC design are evaluated using a standard industrial VLSI-CAD flow including sleep-transistor insertion and routing after the clock synthesis and place-and-route of the benchmark circuits. The results show that the clock tree leakage power is reduced by 19–32% depending on the topology of the synthesized clock tree. We also apply PSSTI in the clock tree of the datapaths in general-purpose processors using architectural control of the sleep mode. This achieves a reduction in the leakage power and the dynamic power of the clock tree within different datapath components (adder, multiplier, etc.) of as much as 80%. This approach is also applicable to other on-chip structure where inverters are large in size and commonly used, e.g. SRAMs or networks-on-a-chip, which combined with the clock tree savings will significantly reduce processor or ASIC overall power consumption.
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1. Introduction

Process scaling has enabled SoC’s designs to offer much higher computational power. Technology scaling has, however, led to higher power dissipation, especially leakage power. Several approaches at technology, circuit, and architectural levels have been proposed to overcome the growing leakage problem and have been applied to many on-chip blocks such as SRAMs, registers and arithmetic units. Clock distribution network power accounts for more than 40% of the overall power consumption of high performance VLSI chips due to frequent switching, driving large capacitances and a large number of inverter buffers [1-4,17,27]. Clock tree network is also responsible for a large portion of power dissipated in general purpose processors. The Intel Xscale processor clock tree dissipates 17% of the total chip power [27] and the high-performance Alpha processor clock tree dissipated twice as much power. The leakage power reduction in clock tree networks is thus a very important problem in digital systems and is the focus of this paper.

Recently a number of approaches were proposed to reduce the power of clock trees. Clock gating has been extensively studied and applied to reduce power by masking off clock signal where branches of clock tree are idle [1,13,14]. Clock buffer sizing [5-7], power-aware placement [10,12], exponentially tapering clock interconnect network [8] and use of multiple-supply voltages [9] have been proposed for low power clock tree construction. In addition, using high threshold voltage ($V_{th}$) gates in the clock tree networks has been studied in [11].

Most of these techniques focused on reducing dynamic power of the clock tree. The significant reduction in dynamic power achieved by applying them in clock trees has lead to leakage power becoming a large fraction of total clock tree network power. Hence, leakage power optimization of clock tree is equally, if not more important to address in a clock tree network.

For leakage power reduction, several techniques such as supply and threshold voltage optimization, sleep transistor insertion...
and power gating have been proposed and extensively studied in literature [3,15,16]. The approach proposed in this paper is based on sleep transistor insertion (STI) in clock tree networks to reduce leakage power. STI is a well known technique for reducing leakage of an idle unit by isolating it from $V_{dd}$ and $V_{ss}$. STI has been extensively applied in many on-chip blocks such as SRAM memories [18,21]. However, to the best of our knowledge, [31] was the first attempt to deploy STI in a clock tree network to reduce its leakage power. The proposed leakage optimization through sleep transistor insertion is an orthogonal approach to using high $V_{th}$ gates in a clock tree [11] and our results show that it achieves a significant leakage reduction in clock tree networks.

Fig. 1(a) shows an example of an H-tree clock network, which uses inverter buffer chains to drive the clock signal from the source to each flip-flop (sink). The source of sub-threshold leakage in the H-tree clock network is illustrated in Fig. 1(b). In order to reduce the leakage in the clock buffers both footer and header sleep transistors are inserted for all NMOS and PMOS transistors in the clock buffer. However, STI introduces an area overhead and increases the propagation delay of the clock tree due to an increase in the rise/fall time of the drivers.

In order to overcome these negative effects on the critical timing components, this work proposes deployment of zigzag sleep transistor insertion technique based on a recently proposed circuit design to reduce peripheral circuit leakage power of SRAM memories [18]. We show that zigzag insertion can guarantee no effect on the driving flip-flop clock rise time. However, using one sleep transistor per inverter logic increases the area overhead of zigzag scheme. Moreover, zigzag insertion can affect the fall time and propagation delay of the clock signal. We propose to eliminate the impact of zigzag scheme on fall time and propagation delay by appropriately sizing the sleep transistors. To minimize area-overhead and further improve leakage power savings, we use sleep transistor sharing technique [18]. While sleep transistor sharing is effective in reducing leakage, it has a drawback of impacting circuit wakeup latency which occurs when the circuit is transitioning from sleep mode to active mode.

Sleep transistor insertion and sharing techniques lead to power saving when the underlying circuit is idle. Therefore, it is crucial to identify the idle time patterns of different clock tree buffers during the course of execution.
This paper evaluates the benefits of sleep transistor insertion and sharing in clock tree networks. It makes the following contributions:

- It characterizes the effects of sleep transistor sharing and sizing on clock tree wakeup time, leakage power, propagation delay and skew.
- It presents post synthesis sleep transistor insertion algorithm (PSSTI) on clock tree networks which clusters the clock buffers sharing the same sleep transistor with the objective of total power minimization subject to clock timing constraints.
- It explores the potential benefits of PSSTI for standard industrial VLSI CAD flow in ASIC data-path design and in datapath components of general-purpose processors.
- It describes an approach to activate/deactivate the sleep transistors in the datapath for cases when idle/active times of operations do not follow a fixed schedule (e.g. in general-purpose processors).

The experimental results show a significant reduction in total power and leakage power, by 16% and 32%, respectively and on average, in the clock tree of the data-path designs in ASIC. The technique lowers the leakage power dissipation of the clock trees by as much as 80%, on average when applied on the datapath components of the general-purpose processor.

2. Sleep transistor insertion

Sleep transistor insertion was proposed to reduce the subthreshold (\(I_{\text{sub}}\)) or weak inversion current [19]. \(I_{\text{sub}}\) is an inverse exponential function of threshold voltage \((V_{\text{th}})\). Threshold voltage is a function of source-to-bulk voltage \((V_{SB})\).

An effective way to reduce the leakage of a transistor is to increase its source voltage (for an NMOS increasing \(V_{SB}\), the source to bulk voltage) [19,20]. Inserting a sleep transistor (footer NMOS or header PMOS transistor) as shown in Fig. 2 delivers this effect. In this figure, by coupling transistor \(N\) with \(slpN\), source-to-body voltage \((V_M)\) of transistor \(N\) increases. When both transistors are off, the increase in \(V_M\) increases the \(V_{th}\) of the transistor \(N\) and therefore reduces sub-threshold leakage current [19].

3. Reducing leakage in an inverter chain

We investigate how sleep transistor stacking can be applied to reduce subthreshold leakage in a chain of inverters where used extensively in the clock tree logic. First, we analyze the source of subthreshold leakage in the chain of inverters. An analysis of subthreshold leakage sources in a chain of inverters implemented as a four-stage inverter (buffer) chain (shown in xxx) is performed and a solution to reduce its leakage is proposed. The number of inverter stages is chosen to meet timing requirements. Assume that the inverter chain has to drive a logic value 0. Thus transistors \(N_1\), \(N_3\) and \(P_2\), \(P_4\) are in the off state and thus they are leaking. To reduce the leakage in these transistors we apply sleep transistor stacking in the inverter chain. Due to induced negative source to gate biasing, subthreshold leakage current in the inverter chain reduces significantly. However, rise and fall times and propagation delay of the circuit are affected. Next, we discuss several approaches to minimize this effect while maximizing leakage reduction (Fig. 3).

3.1. A redundant circuit approach (“fine grained” sleep transistor insertion)

In this technique, PMOS and NMOS sleep transistors are stacked at the finest granularity level in the inverter chain to reduce the chain’s leakage during the off-state (Fig. 4(a)). We refer to this approach as the redundant circuit scheme. As discussed above, inserting the sleep transistor introduces metastability in the circuit, since high voltage nodes are discharged slightly during the sleep mode. To eliminate metastability, when the circuit is in sleep mode, we propose to insert a minimum size NMOS transistor in the last stage of the inverter chain [34], as shown in Fig. 4(a) (we refer to this transistor as a state preserving-transistor). During the sleep mode the state-preserving transistor is turned on to maintain the state of the inverter chain output by pulling it down to the ground.

The drawback of the redundant circuit technique is its impact on inverter chain output rise time, fall time, and hence, the propagation delay.
The rise time and fall time of an inverter output is proportional to the \( R_{eq} \cdot CL \) and \( R_{neq} \cdot CL \), respectively, where \( R_{eq} \) is the equivalent resistance of the PMOS transistor, \( R_{neq} \) is the equivalent resistance of the NMOS transistor, and \( CL \) is the equivalent output capacitive load. Inserting sleep transistors increases both \( R_{eq} \) and \( R_{neq} \), and thus the rise time and fall times and propagation delay of the inverter chain.

3.2. A zig-zag circuit

To alleviate the drawback of redundant scheme on an inverter chain rise time, fall time and propagation delay, the sleep transistors are inserted in a zig-zag fashion, as shown in Fig. 4(b). By inserting the sleep transistors in a zig-zag fashion the \( R_{eq} \) for the first and third inverters and \( R_{neq} \) for the second and fourth inverters doesn’t change. Therefore the fall time of the circuit does not change compared to the baseline circuit with no leakage control, unlike the redundant circuit.

Unlike the fall time, the rise time of the circuit is affected by the zig-zag scheme. This is due to the fact that the rise time of the circuit is determined by the fall time of the output of the first and third stage inverters and the rise time of the output of the second and fourth inverters, which both increase due to insertion of sleep transistors.

To minimize the impact on the rise time, one can resize the sleep transistors. Increasing the size of sleep transistor would reduce its equivalent resistance and thus the inverter chain rise time, while it reduces the leakage savings. This is due to the fact that increasing the size of sleep transistor reduces the virtual ground node voltage \((V_M)\), which in turn reduces the leakage savings. In addition, using one sleep transistor per inverter logic increases the area for the zig-zag scheme.

4. Zigzag sleep transistor sharing and sizing

To improve both leakage reduction and area-efficiency of the zigzag scheme, one set of sleep transistor is shared between multiple stages of inverters [18]. This is shown in Fig. 5, where sleep transistor is shared across multiple levels of a buffer chain in a clock tree (buff1, buff2, buff3 and buff4). Intuitively, by sharing sleep transistor, the virtual ground voltage \((V_M)\) increases in comparison to when there is no sleep transistor sharing [18].

While sleep transistor sharing is effective in reducing leakage, it has a drawback of impacting circuit wakeup latency which occurs when the circuit is transitioning from sleep mode to active mode and requires the voltage of virtual ground to reach to the ground voltage [18]. Note that by increasing the number of clock buffers sharing one sleep transistor, the load on the sleep transistor increases. Assuming that \( n \) clock buffers sharing one sleep transistor the capacitive load on the sleep transistor is as \( \sum C_{wire}(i) + C_{diff} \), where the \( C_{wire}(i) \) is the wire capacitance connecting the sleep transistor to each of clock buffer pull down transistor and \( C_{diff} \) is the inverter pull down transistor diffusion capacitance. As a result, increasing the number of clock buffers sharing one sleep transistor makes sleep transistor wakeup transition slower.

An effective way to minimize the impact of sharing on wakeup delay is to appropriately size the sleep transistors. The drawback of such resizing is on reducing leakage reduction and increasing sleep transistor dynamic power as explained next.

In order to evaluate the benefit of sleep transistor sharing and sizing, we designed and analyzed a 16 sink H-tree clock network showing in Fig. 1. We assume a symmetric distribution of flip-flops.
We designed a 2-level H-tree clock network in a 0.1 × 0.1 mm chip in a 45 nm technology. We placed a driver at each source and sink. Half of the chip area is occupied by the flip-flops.

To model the interconnect we assume a coupling capacitance of 0.0960 fF/μm, and the capacitance to ground of 0.2450 fF/μm. The resistance is 0.1846 mΩ/μm. The interconnect capacitance is assumed to be as $C_{\text{int}}=(2C_{\text{coupling}}+\omega C_{\text{coupling}}) \times l$, where $l$ is the wire length and $\omega$ is the wire width ratio to the nominal width. In clock tree design, one of the most effective techniques for adjusting clock skew is wire-sizing. In our experiments, a $2 \times$ wire is assigned to the first level of clock tree while a $1 \times$ wire is assumed for the second level.

To control the transition time of the clock network (which is important both for skew control and power dissipation [20]) we assume the constraint of $\eta = C_{\text{out}}/C_{\text{in}}$ to be 2.7, where $C_{\text{in}}$ is the input capacitance of the driving clock buffer and $C_{\text{out}}$ is the output load capacitance to drive. As indicated in [20], based on this assumption, the buffer sizing minimizes the delay of the chain of buffers. The proposed zigzag sharing approach is applied to the designed clock network. All simulations are done in a 45 nm technology using Synopsys Hspice at typical corner ($25^\circ$) and the supply voltage of 1 V.

Table 1 reports the impact of sleep transistor sharing on the wakeup delay. The sleep transistor is placed such that it has the same distance from all shared buffers. The results are for the worst case wakeup delay in which the distance between the sleep transistor and the shared buffers are assumed to be half of the maximum Manhattan distance between the farthest buffers in the designed clock tree network. This is shown in Fig. 6 for buff1 and buff16.

The same table shows the impact of sleep transistor sizing on the wakeup delay. More sharing of sleep transistor results in larger wakeuup delay. However, using a larger sleep transistor can reduce the wakeup delay.

The following equation expresses the switching delay of the sleep transistor as a factor of number of shared buffers: $\sum R_{\text{eq}} \times (C_{\text{wire}}(l) + C_{\text{diff}})$. By increasing the size of sleep transistor, its equivalent resistance ($R_{\text{eq}}$) becomes smaller which makes the wakeup delay smaller. As we increase the number of buffers sharing the sleep transistor, the equivalent output capacitive load of the sleep transistor increases, which increases the wakeup delay.

In Fig. 7 we report the relative leakage power reduction as a function of sleep transistor size, and the number of sharing clock buffers. As the number of shared buffer increases, leakage power reduces further. Our simulation results show that the sleep transistor size does not have a significant impact on leakage power savings (shown in Fig. 7).

In Fig. 8, we report the impact of sleep transistor sizing on propagation delay. As the results show, increasing the size of sleep transistor reduces the propagation delay overhead. Our simulation results indicate that increasing the number of shared buffers has almost no impact on the propagation delay overhead.

5. Post synthesis clock tree leakage power optimization

In the previous section, we have shown that STI inherently reduces the leakage power dissipation of a group of clock buffers by switching them to the sleep mode. In this section, we first analyze the idle cycles of the clock buffers and clusters of clock buffers in a clock tree. Then we present the formulations to model the dynamic and static power consumption of clock buffers when sleep transistors are inserted, considering the idle/active intervals of each clock buffer. Finally, we review the impact of STI on the timing integrity of the clock tree (i.e. skew variations). Throughout this section, we assume that the clock buffers have already been sized and placed.

5.1. Idle time patterns of clock buffers

As an abstraction of a clock tree (H-tree), we represent a clock tree with a rooted tree $G(V,E)$, where the root is the source of the clock signal, and the leaves are synchronized with clock signals (e.g. flip-flop cells). Each edge represents the lumped buffer which
drives the signal from the source point to sinks (Fig. 9). As shown in Fig. 9, each buffer can be associated with the node it drives. For each circuit, we define the operation period as the total number of cycles it takes to perform the operation once all the primary inputs are available, for example, $OP$ in Fig. 9 is 4 cycles. We assume that the circuit resumes operation once the outputs of the circuit are computed.

In order to explain the impact of sleep transistor insertion as well as the impact of the clock topology itself on leakage power saving, we need to know the idle time pattern (ITP) of a clock buffer in one operation period. We define an idle pulse (IP) within an ITP as a range of time over which the clock buffer is idle. Once the continuous time ITP of a clock buffer is calculated, we can calculate ITP of each clock buffer $X$ based on the ITPs of its children nodes in a recursive fashion using Eq. (1):

$$ ITP_X(t) = \prod_{Y \in \text{children}(X)} ITP_Y(t - D_{X \rightarrow Y} \mod OP) $$

Eq. (1) states that the internal node will be active at time instant $t$, if the child node is going to be active at time instant $t + D_{X \rightarrow Y}$, where $D_{X \rightarrow Y}$ is the total delay (buffer delay and wire delay) observed in the path from node $X$ to node $Y$ on the clock tree. It is crucial to include the time shifts as we move from the leaves of the clock tree towards the clock root, since the lags perceived in the ITPs of the nodes closer to the clock leaves relative to the nodes closer to the clock root might reduce the common idle times among ITPs of such nodes and as a result lighten the benefits of sleep transistor sharing.

Fig. 8 illustrates the bottom–up calculation of ITP for a parent node based on its children nodes.

We define an idle pulse (IP) within an ITP as a range of time over which the clock buffer is idle. For example, in Fig. 8, the ITP of node 2 contains an idle pulse over the circularly contiguous range ($3, 1$). If the width of an idle pulse is less than one clock cycle, we are not able to exploit the idle time using a sleep transistor (since it is not possible to switch from active to idle and then from idle to active with a single clock cycle).

Once the continuous time ITP of a clock buffer is calculated, the discrete-time ITP sequence of a clock buffer can be obtained as outlined in the following algorithm:

As shown in Fig. 11, the $i$th element of this sequence is active if the continuous time ITP is active at the corresponding time instant. If the continuous time ITP is idle at the time instant, we have to see whether the ITP is idle in one cycle after the time instant. If it is idle, then we can safely set the current element of the ITP sequence to be idle. Otherwise we have to set it to be active. An ITP sequence is said to be safe if the continuous time ITP is not active over the entire clock cycle $i$ (Fig. 12).

**Lemma.** ITP sequence generation produces a safe sequence.

---

**Table 1**

Impact of sleep transistor sharing and sizing on the wakeup delay.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.256</td>
<td>0.137</td>
<td>0.093</td>
<td>0.064</td>
<td>0.045</td>
<td>0.037</td>
<td>0.032</td>
<td>0.029</td>
</tr>
<tr>
<td>2</td>
<td>0.620</td>
<td>0.367</td>
<td>0.273</td>
<td>0.205</td>
<td>0.155</td>
<td>0.136</td>
<td>0.124</td>
<td>0.115</td>
</tr>
<tr>
<td>3</td>
<td>1.190</td>
<td>0.732</td>
<td>0.583</td>
<td>0.464</td>
<td>0.381</td>
<td>0.345</td>
<td>0.321</td>
<td>0.309</td>
</tr>
<tr>
<td>4</td>
<td>1.655</td>
<td>1.072</td>
<td>0.877</td>
<td>0.736</td>
<td>0.637</td>
<td>0.596</td>
<td>0.564</td>
<td>0.556</td>
</tr>
<tr>
<td>5</td>
<td>2.130</td>
<td>1.438</td>
<td>1.214</td>
<td>1.065</td>
<td>0.952</td>
<td>0.905</td>
<td>0.884</td>
<td>0.882</td>
</tr>
<tr>
<td>6</td>
<td>2.595</td>
<td>1.817</td>
<td>1.609</td>
<td>1.453</td>
<td>1.336</td>
<td>1.298</td>
<td>1.277</td>
<td>1.275</td>
</tr>
<tr>
<td>7</td>
<td>3.050</td>
<td>2.196</td>
<td>1.983</td>
<td>1.830</td>
<td>1.739</td>
<td>1.708</td>
<td>1.699</td>
<td>1.696</td>
</tr>
<tr>
<td>8</td>
<td>3.525</td>
<td>2.609</td>
<td>2.432</td>
<td>2.291</td>
<td>2.196</td>
<td>2.178</td>
<td>2.171</td>
<td>2.170</td>
</tr>
<tr>
<td>9</td>
<td>4.010</td>
<td>3.036</td>
<td>2.887</td>
<td>2.767</td>
<td>2.695</td>
<td>2.675</td>
<td>2.667</td>
<td>2.663</td>
</tr>
</tbody>
</table>
The algorithm for ITP sequence generation

Inputs: the continuous ITP of clock buffer X, the operation period (OP) in terms of no. of cycles, the clock period (T)
Output: the ITP sequence of clock buffer X
For every i from 0 to OP-1
  If \( ITP_X(i \cdot T) = 1 \) and \( ITP_X((i + 1 \bmod \text{OP}) \cdot T) = 1 \) then
    \( ITP_X[i] \leftarrow 1 \) //idle
  else
    \( ITP_X[i] \leftarrow 0 \) //active

Fig. 11. Algorithm for ITP sequence generation.

**Proof.** As shown in Fig. 11, the only way we set an ITP element to be idle is when it is currently idle at the corresponding time instant and it will be idle one clock cycle after the time instant. Therefore, the ITP will be idle through this time cycle and it is safe to set to be idle. □

An example of ITP sequence generation is illustrated in Fig. 10. As depicted, \( ITP_X \) [2] and \( ITP_X \) [5] are set to be active, since in half of the corresponding clock cycles the clock buffer is active.

So far we formulated the ITP of each clock buffer individually. We now extend the concept of ITP to a cluster of clock buffers which are going to share the same sleep transistor. A cluster is denoted as \( C = \{X_1, \ldots, X_n\} \) where \( X_i \) is a clocks buffer.

The following equation formulates the ITP of the cluster C:

\[
ITP_C[k] = \prod_{X_i \in C} ITP_{X_i}[k] : \forall k : 0 \leq k < \text{OP}
\]

Eq. (2) states that at clock cycle \( k \), the cluster is considered idle if and only if all its member clock buffers are idle at cycle \( k \).

5.2. Power formulation of sleep transistor clock buffer couples

Once the ITP of a cluster of clock buffers is determined, we determine the amount of power saving achieved by sleep transistor insertion. In order to model the total power consumption of clock buffer \( X \) coupled with sleep transistor \( S \), we sum up the dynamic power consumption, \( DP(X,S) \) and leakage power consumption, \( LP(X,S) \) as stated in Eq. (3):

\[
P(X, S) = LP(X, S) + DP(X, S)
\]

In order to model the average leakage power of clock buffer consumed during the course of one operation period (OP), we need to consider the total number of idle cycles in its ITP, which translates into the amount of leakage power savings reached by turning off the clock buffer. This can be achieved by summing up the lengths of all the idle pulses (IP) of the ITP. However, we need to incorporate wakeup time of sleep transistors in the total number of cycles during which we can shut down the clock buffer. This parameter is referred to as effective-idle-cycles (EIC). In Eq. (4), the wakeup delay (wc) is normalized based on the clock period:

\[
EIC(X) = \sum_{IP_i \in ITP_X} (\text{length}(IP_i) - wc)
\]

Using the effective idle cycles, we model the leakage power consumption of clock buffer \( X \) coupled with a sleep transistor \( S \) as:

\[
LP(X, S) = \frac{LP_X + LP_S \cdot \{1 - \alpha_X\} \cdot EIC(X) + [\text{OP} - EIC(X)]}{\text{OP}}
\]  

(5)

In Eq. (5), \( LP_X \) and \( LP_S \) refer to the leakage power consumed by the sleep transistor \( S \) and the clock buffer \( X \), respectively. For the idle and active cycles, the clock buffer consumes \( (1 - \alpha_X) LP_X \) and \( LP_X \) respectively. The parameter \( \alpha_X \) is the total leakage power reduction achieved by turning off the clock buffer \( X \) through the sleep transistor \( S \) (Fig. 7). Note that we average the leakage power over the operation period, since we are interested in reducing the effective leakage power consumption of the clock buffer and sleep transistor.

The dynamic power consumption of sleep transistor coupled with a clock buffer in an operation period is directly proportional to the number of times it toggles in the OP. Given the ITP of a clock buffer, the total number of toggles of the sleep transistor is calculated according to Eq. (6):

\[
tgl(X) = \sum_{i=1}^{\text{OP}} |ITP_X(i + 1 \bmod \text{OP}) - ITP_X(i)|
\]

(6)

The function \( tgl \) indicates the number of times the sleep transistor needs to alternate to switch on/off the clock buffer.

The dynamic power dissipation of clock buffer paired with sleep transistor is modeled as:

\[
DP(X, S) = \frac{[DP_X \cdot tgl(X) + DP_S \cdot (\text{OP} - EIC(X))]}{\text{OP}}
\]

(7)

We assume that clock gating has been applied before implementing the proposed sleep transistor insertion. Therefore, the clock buffer only consumes dynamic power when it is active \((\text{OP} - EIC(X))\). The sleep transistor consumes dynamic power only when the clock buffer alternates between idle and active status \((tgl(X))\).

We extend the concepts of dynamic power and leakage power consumption to a cluster of clock buffers \( C \) which share the same sleep transistor \( S \). Eqs. (8) and (9) are extensions to leakage and dynamic power formulations expressed in Eqs. (5) and (7):

\[
LP(C) = LP_S + \sum_{X_i \in C} LP_{X_i} \cdot \{1 - \alpha_{X_i}\} \cdot EIC(X_i) + [\text{OP} - EIC(C)]
\]

(8)

\[
DP(C) = \left[ DP_X \cdot tgl(C) + \sum_{X_i \in C} DP_{X_i} \cdot (\text{OP} - EIC(X_i)) \right] / \text{OP}
\]

(9)

The parameters \( tgl(C) \) and \( EIC(C) \) are calculated using Eqs. (4) and (6). Provided that the set of standard buffers used in the design is limited, the reduction ratios \((\alpha_{X})\) and the wakeup times \( (wc) \) for different clusters can be calculated and stored in a lookup table before finding the optimum clustering solution.

So far in this section, the idle-time patterns for the clock buffers in the clock tree were analyzed under the assumption that the scheduling of operations is fixed (e.g. data-path design for ASIC circuits use a fixed controller to enable/disable data-path components). However, in a general-purpose processor, the operation of the data-path components does not follow a fixed pattern (i.e. it is dependent on the program being executed). Therefore, in such cases the average effective-idle-cycles \( EIC \) (Eq. (5)) over the whole execution cycles of all the profiled test benches on the processor is used. Similarly, the \( EIC \) of a cluster of buffers is calculated by averaging the \( EICs \) of the cluster over all the profiled test benches on the processor.
approach is used to perform PSSTI for the datapath components of a general-purpose processor.

5.3. Impact of sleep transistor insertion on timing integrity

In this section we will review the impact of STI on the timing integrity of the sequential circuit. As STI modifies the propagation delays of the clock buffers to which it is coupled, there might be timing hazards as the clock signals reach the flip-flops at unacceptably different times. An example of such effect is depicted in:

As shown in Fig. 13, buffers B2 and B3 are sharing a sleep transistor. The output of flip-flop R1 is fed to the combinational circuit and the output of the combination circuit is registered in flip-flop R2. In this case, we refer to R1 and R2 as the source and destination flip-flops respectively. The signals Ss and Sd represent the clock branches triggering flip-flops R1 and R2 respectively.

The propagation delays from the clock source to the flip-flops change due to sleep transistor insertion and as a result the data integration of the flip-flops might be violated. For example, in Fig. 13, the propagation delay overhead for the clock branch Ss is more than the propagation delay overhead for Sd, since in the branch leading to Ss there are two buffers B2 and B3 sharing a sleep transistor, whereas in the branch leading to Sd only one buffer B2 is connected to the sleep transistor. Although the results in Fig. 8 suggests that in this simple example the propagation delay overhead is very low, sleep transistor insertion and sharing must be performed with caution in order to meet the clock skew constraints [22]:

\[
\begin{align*}
(S_d - S_s) & \geq D_{\text{max}} + t_s - T \\
(S_s - S_d) & \leq D_{\text{min}} - t_H
\end{align*}
\]

where \(t_s, t_H\) and \(T\) are the setup time, hold time and the clock period of the circuit. \(D_{\text{min}}\) and \(D_{\text{max}}\) are the minimum and maximum combinational circuit delays from the source flip-flop to the destination flip-flop. The constraints mentioned above must be held for every pair of source flip-flop and destination flip-flop being connected by a combinational circuit. Enforcing the constraint in inequality 10 prevents setup violation, while enforcing the constraint in inequality 11 prevents hold violation.

6. Post synthesis sleep transistor insertion algorithm (PSSTI)

The problem of post-synthesis clock sleep transistor insertion can be stated as:

Given a clock tree containing \(X_1, \ldots, X_n\) clock buffers, the idle time patterns of the clock buffers, the leakage and dynamic power of clock buffers and sleep transistors, the wakeup delays (Fig. 6), the reduction ratios (Fig. 7) and the propagation delays (Fig. 8) in lookup tables,

Find the optimum partitioning of \(X\) into \(C = \{C_1, \ldots, C_m\}\) clusters where the total power of the clock tree buffers is minimized Subject to the timing constraints defined on the clock tree.

The problem of clustering in general is NP-hard. We propose a heuristic algorithm to insert sleep transistors in the synthesized clock tree in order to optimize the power dissipation in clock tree buffers with no compromise in the integrity of the clock tree functionality.

According to Eqs. (9) and (10), we are able to determine whether merging two clusters results in reduction in total power dissipation or not. We define merging gain (MG) of clusters \(C_1\) and \(C_2\) as:

\[
MG(C_1, C_2) = P(C_1) + P(C_2) - P(C_1 \cup C_2)
\]

In Eq. (12), \(P(C_1)\), \(P(C_2)\) and \(P(C_1 \cup C_2)\) are the total power consumptions of clusters \(C_1\), \(C_2\) and \(C_1 \cup C_2\) (the product of merging) respectively.

Merging two clusters is performed by merging the set of clock buffers of the two clusters and updating the ITP of the new cluster according to Eq. (2). In order to find the proper size for the sleep transistor, we pick the smallest available sleep transistor that meets the timing constraint so that the total power overhead of the sleep transistor is minimal. If \(MG(C_1, C_2)\) is negative, it indicates that merging \(C_1\) and \(C_2\) results in power reduction. Otherwise, we will not consider merging \(C_1\) and \(C_2\) into a single cluster.

The highlight of our clustering algorithm is shown in Fig. 14. In our algorithm, we initially assume that each individual clock buffer is clustered by its own and is coupled with a distinctive sleep transistor. In each iteration of our algorithm, we calculate \(MG(C_i, C_j)\) for every pair of clusters as stated in Eq. (12) and compare the value with the best reduction value obtained so far. At the beginning of every iteration, the best reduction value is set to 0. If this merging leads to further reduction in the total power compared to previously obtained best reduction value, then the merging is further examined to see whether it leads to any skew violations in the clock tree or not. If the merging is skew-violation-free, then such merging is accepted and the best reduction value and the best merged cluster are saved.

We add the best cluster in terms of power reduction to the set of valid clusters and invalidate the two clusters constituting the best cluster. The termination condition of this algorithm is reached when there is no further merging either because there is no power

\[
\begin{align*}
\text{Algorithm PSSTI:} \\
&\text{Inputs: Clock buffers } X = \{X_1, \ldots, X_n\} \text{ and their ITP set. the lookup tables for wakeup delay overheads, propagation delay overheads, leakage power reduction ratio (} \alpha_L \text{), leakage and dynamic power of the sleep transistors and clock buffers and} \\
&\text{clock skew constraints between every pair of source-destination flip-flops.} \\
&\text{Outputs: set of clusters } C = \{C_1, \ldots, C_m\} \\
&\text{merged } \leftarrow \text{true} \\
&\text{Best_reduction } \leftarrow 0 \\
&\text{for every valid } C_i \text{ in } C \\
&\text{for every valid } C_j \text{ in } C, i \neq j \{ \\
&\text{Calculate } MG(C_i, C_j) \text{;} \\
&\text{if } MG(C_i, C_j) < \text{Best_reduction then } \{ \\
&\text{Best_reduction } \leftarrow MG(C_i, C_j) \text{;} \\
&\text{merged } \leftarrow \text{false} \\
&\text{C_{best } } \leftarrow C_i \} \\
&\text{if } (\text{merged } \leftarrow \text{true}) \\
&\text{Add } C_{\text{merged}} \text{ to } C \\
&\text{C_{i } } \leftarrow \text{invalid} \\
&\text{C_i } \leftarrow \text{invalid} \\
\}
\]

Fig. 14. Outline of PSSTI.

Fig. 13. Impact of propagation delay on clock integrity.
reduction in merging clusters (merging inherently leads to less number of idle cycles and eventually more power consumption) or all the merging lead to clock skew constraint violation.

If Elmore delay model is employed, all the delays from clock source to the flip-flops can be calculated by traversing the tree network two times in $O(n)$ [23], where $n$ is the number of elements used in the clock tree (buffers and wires). Once the source to flip-flop delays are calculated, the clock skew constraints can be examined in $O(m)$ to see whether there is any clock skew violation in the clock tree or not. The parameter $m$ here refers to the number of clock skew constraints between source-destination pairs of flip-flops. Altogether, given a set of clock buffer clusters and the clock tree, the complexity of finding clock skew violations is $O(n + m)$.

Calculating $MG$ in the worst case takes $O(OP \cdot n)$, where $OP$ is the operation period and $n$ is the number of clock buffers in the design, provided that all the information pertaining dynamic and leakage power consumptions is available in lookup tables, accessible in $O(1)$.

In order to analyze the complexity of PSSTI algorithm in Fig. 14, we start with the two inner FOR loops, through which each pair of two clusters is examined (there are $O(n^2)$ of such pairs). In case the pair turns out to be skew-violation-free and also leads to the most power reduction, the pair is merged into a single cluster and is added to the list of valid clusters. In other words, in the worst case, we perform one merge for every pair with complexity of $O(OP \cdot n)$ and we check the skew violations in $O(n + m)$. The total complexity of execution of the two inner FOR loops results in a merging of a cluster pair, and there are initially $n$ clusters, the number of times the inner FOR loops are executed is $O(n)$. Therefore we conclude that total complexity of PSSTI algorithm is $O(n^3)$.

7. Experimental results, case 1

The first case study of our proposed technique, applied the PSSTI algorithm on top of standard ASIC synthesis flow for data-path design. The test benches used in this section are a subset of the popular academic multimedia benchmarks [24], which comprise of 8-bits multipliers, adders and registers. The experimental flow used in this work is depicted in Fig. 15. We first perform scheduling and resource allocation for each benchmark under minimal latency constraints so that we obtain the RTL level description netlist. Once scheduling and resource binding is performed, the idle time pattern of each flip-flop is extracted.

We explored the potential benefits of PSSTI using a standard VLSI-CAD design flow, by leveraging Synopsys Design Compiler [25] for synthesis and Synopsys Astro [26] for floorplanning, power planning, placement, routing and clock tree synthesis.

We have used standard cell from TSMC 45 nm low power (LP) library. For clock tree construction, we have used high threshold voltage clock buffers as well. By doing so, we take into account all benefits of using approaches like [11] in which multi-threshold transistors for clock tree network is used. We also enabled hierarchical clock gating to reduce the dynamic power consumption.

We have utilized Synopsys Astro to generate different clock topologies to evaluate and understand the impact of clock topology on the effectiveness of PSSTI algorithm: For each RTL netlist, we generated four clock tree with maximum fan out of 2 (similar to binary clock tree), 4, 8 and 16. The clock tree information (including tree topology, buffer size, buffer location and buffer power dissipation) is then extracted once clock tree synthesis is done. All designs are synthesized and placed and routed for 500 MHz clock frequency. The summary of design constraints is shown in Table 2. Once the clock information is extracted, it is fed into the STI search engine, which is an implementation of PSSTI clustering algorithm. The search engine tries to cluster the clock buffer together so that all the clock buffers in a cluster share a sleep transistor. The main objective of the search engine is to minimize the total power consumption of the clock tree without any clock skew violation. The lookup tables (Fig. 15) used in the search engine contain information regarding the power benefits of sleep transistor sharing, as well as propagation delay overheads and wakeup time overheads on the clock buffers. In the lookup tables we store the power benefit of sleep transistor sharing for different cluster sizes, different clock buffer sizes and different sleep transistor sizes. The results obtained using HSPICE simulation and the same methodology explained in Section 3.

Once the clusters are identified, the sleep transistor network is constructed and routed. Note that this network is routed to drive the sleep transistors. We use a separate netlist and an additional place and routing flow to construct this network. We calculated the power consumption of the clock tree in two cases. In the first case, we assume no sleep transistor is inserted in the clock tree.
In the second case, we apply our PSSTI algorithm on the clock tree to cluster the clock buffers and insert sleep transistors for each cluster. For power calculation we have taken into account the sleep transistor leakage and switching power dissipation as well as the additional routing network to drive them. Since the clock tree is constructed using high threshold voltage clock buffers, all power benefits of using low power cells are already taken into account (similar to [11]). The results of our experiments are shown in Table 3. For each benchmark and for each maximum fan out constraint (2, 4, 8, and 16), we have extracted the maximum clock skew and total power consumption of the clock trees. It also contains the number of clock buffers in the clock tree and the number of clock buffer clusters calculated using our STI search engine. As reported, there is a significant reduction in the leakage power of clock trees after sleep transistor insertion. In fact we reached up to 40%, 36%, 28% and 22% reduction in total leakage power consumption of the clock tree when sleep transistors are inserted in netlists with maximum fan outs of 2, 4, 8 and 16 respectively. On average the leakage power improvements are 32%, 29%, 24%, 19%. The maximum (average) total power reduction obtained through sleep transistor insertion for maximum fan outs of 2, 4, 8 and 16 are 25% (16%), 27% (16%), 23% (11%) and 13% (6%). As clock trees with maximum fan out of 2 use more clock buffers compared to clock trees with higher fan outs, it is more likely to find clock buffers with similar idle time patterns, especially for the clock buffers closer to the sinks, which leads to less dynamic power overhead for the sleep transistor. Since the idle time pattern of each clock buffer is in fact dependent on the idle time patterns of all the children clock buffers (as stated in Eq. (1)), for high fan out clock trees, the sleep transistors have to toggle between on and off more frequently which results in more sleep transistor dynamic power consumption. Therefore, for lower fan out clock trees the overall power reduction is more significant.

Our experiments show that the maximum allowable routing congestion was met after sleep transistor insertion. The core utilization also increased negligibly yet met the design constraints. This indicates the sleep transistor insertion and routing increases the area overhead insignificantly. The clock skew variation caused by STI is very negligible. No clock skew violation was reported after sleep transistor insertion. The maximum skew observed in the clock trees after applying STI was increased by 10%, which satisfies clock skew constraints of the circuit.

8. Reducing embedded processor data path clock tree leakage, case 2

The previous section described the impact of the proposed technique in the standard ASIC synthesis flow for data-path design. This section applies our PSSTI technique to clock tree networks of processors’ data-path components. It uses Intel Xscale like processor, an in-order issue embedded processor. Intel Xscale’s clock tree dissipates 17% of total chip power as shown in [27]. We thus apply PSSTI to the clock tree network running across the functional units of Intel Xscale processor. This is done by inserting the sleep transistors in the clock network and using PSSTI for merging and sizing of the sleep transistors. Unlike ASIC data-path designs, where the scheduling of the operations is fixed and therefore can be inferred statically, for general-purpose processors the active times of the data-path components has to be studied over a wide range of applications running on the processors. Therefore, an important question to be answered is how to control the PSSTI, i.e. when to assert, de-assert the sleep signal to the sleep transistors’ network. Let us first describe our experimental methodology used to analyze the problem in the data-path of general-purpose processors and then introduce the architectural approach to control PSSTI and reduce leakage power in the data-path components of the processor.

8.1. Experimental methodology

The percentage of execution cycles a functional unit clock tree network is being shut down and the leakage power reduction are used to evaluate the effect of PSSTI. A subset of MiBench benchmark suite [28] compiled for MIPS instruction set is used. Since the exact wakeup delay of the clock tree network is dependent on the topology of the clock tree, which is determined by the floorplan of the processor, functional units design specs and other parameters not available to us, a range of wakeup delays from 0 to 4 processor cycles is evaluated (intuitively based on the results in Table 1). An extensively modified version of SimpleScalar v3.0 toolset [29] is used to model an in-order embedded processor with an architecture similar to Intel’s XScale core (Table 4).

One possible approach in implementing power gating of a functional unit is to monitor its state and turn it off after seeing a number of consecutive idle cycles. This is referred to as the time-based power gating technique [30]. It gates a functional unit when the number of consecutive idle cycles seen exceeds a pre-decided threshold. This threshold is referred to as the idle detect threshold (IDT). Several new heuristics for implementing and improving the time-based power gating technique were introduced in [32,33] using different idle time detection thresholds and by using control dependency and decode information to wakeup gated functional units early to minimize performance degradation.

The technique presented in [32,33] is used in this paper for detecting idle time of functional units, to be able to shut down their associated clock tree network. Once an idle functional unit is detected, its clock tree network routing the clock signal can be shut down. Note that we assume that the PSSTI technique is already applied to individual functional unit clock tree network and the sleep transistors are inserted. The same sleep signal that shuts down an individual functional unit also controls the sleep transistor of the clock tree network and shuts it down too. In other words, the functional unit and its associated clock tree network are shut down at the same time using the time-based algorithm proposed in [32,33].

Fig. 16 shows how often each of the five functional units used in the Intel’s XScale are idle and is an indication of potential leakage power savings. On average, three of the units, i.e., integer multiplier/divider, floating point ALU and floating point multiplier/divider are idle more than 95% of cycles. Average idle period is shortest for integer ALU (16%). Note that the numbers reported in

<table>
<thead>
<tr>
<th>Technology</th>
<th>Max core utilization</th>
<th>Max allowed routing congestion</th>
<th>Hierarchical clock gating</th>
<th>Clock buffers</th>
</tr>
</thead>
<tbody>
<tr>
<td>TSMC45-LP</td>
<td>80%</td>
<td>2%</td>
<td>Enabled</td>
<td>CLKBUFFX2, CLKBUFFX3, CLKBUFFX4, CLKBUFFX8, CLKBUFF12, CLKBUFF16, CLKBUFFX24, CLKBUFFX32</td>
</tr>
<tr>
<td>Benchmark</td>
<td>No. of clusters</td>
<td>No. of clock buffers</td>
<td>No. of clock fans out</td>
<td>Total power reduction (%)</td>
</tr>
<tr>
<td>-----------------</td>
<td>-----------------</td>
<td>----------------------</td>
<td>-----------------------</td>
<td>----------------------------</td>
</tr>
<tr>
<td>asia</td>
<td>2</td>
<td>4</td>
<td>8</td>
<td>2</td>
</tr>
<tr>
<td>asia_c</td>
<td>2</td>
<td>4</td>
<td>8</td>
<td>2</td>
</tr>
<tr>
<td>basicmath</td>
<td>2</td>
<td>4</td>
<td>8</td>
<td>2</td>
</tr>
<tr>
<td>basicmath_patriciarijndael</td>
<td>2</td>
<td>4</td>
<td>8</td>
<td>2</td>
</tr>
<tr>
<td>Susan_corners</td>
<td>2</td>
<td>4</td>
<td>8</td>
<td>2</td>
</tr>
<tr>
<td>Susan_edges</td>
<td>2</td>
<td>4</td>
<td>8</td>
<td>2</td>
</tr>
<tr>
<td>INT.ALU</td>
<td>2</td>
<td>4</td>
<td>8</td>
<td>2</td>
</tr>
<tr>
<td>INT.MUL/DIV</td>
<td>2</td>
<td>4</td>
<td>8</td>
<td>2</td>
</tr>
<tr>
<td>FP.ALU</td>
<td>2</td>
<td>4</td>
<td>8</td>
<td>2</td>
</tr>
<tr>
<td>FP.MUL/DIV</td>
<td>2</td>
<td>4</td>
<td>8</td>
<td>2</td>
</tr>
<tr>
<td>INT.ALU</td>
<td>2</td>
<td>4</td>
<td>8</td>
<td>2</td>
</tr>
<tr>
<td>INT.MUL/DIV</td>
<td>2</td>
<td>4</td>
<td>8</td>
<td>2</td>
</tr>
<tr>
<td>FP.ALU</td>
<td>2</td>
<td>4</td>
<td>8</td>
<td>2</td>
</tr>
<tr>
<td>FP.MUL/DIV</td>
<td>2</td>
<td>4</td>
<td>8</td>
<td>2</td>
</tr>
</tbody>
</table>

**Table 3** Experimental results.

**Benchmark No. of clock buffers No. of clusters Baseline clock max. skew (ps) Baseline total power (mW) Leakage power reduction (%) Total power reduction (%)**

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>No. of clock buffers</th>
<th>No. of clusters</th>
<th>No. of clock fans out</th>
<th>Total power reduction (%)</th>
<th>Leakage power reduction (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>adpcm_cadpcm_d</td>
<td>2</td>
<td>4</td>
<td>8</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>djpeg</td>
<td>2</td>
<td>4</td>
<td>8</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>fft</td>
<td>2</td>
<td>4</td>
<td>8</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>lame</td>
<td>2</td>
<td>4</td>
<td>8</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>gsm</td>
<td>2</td>
<td>4</td>
<td>8</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>qsort</td>
<td>2</td>
<td>4</td>
<td>8</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>basicmath</td>
<td>2</td>
<td>4</td>
<td>8</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>patriciarijndael</td>
<td>2</td>
<td>4</td>
<td>8</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Susan_corners</td>
<td>2</td>
<td>4</td>
<td>8</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Susan_edges</td>
<td>2</td>
<td>4</td>
<td>8</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>INT.ALU</td>
<td>2</td>
<td>4</td>
<td>8</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>INT.MUL/DIV</td>
<td>2</td>
<td>4</td>
<td>8</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>FP.ALU</td>
<td>2</td>
<td>4</td>
<td>8</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>FP.MUL/DIV</td>
<td>2</td>
<td>4</td>
<td>8</td>
<td>2</td>
<td>4</td>
</tr>
</tbody>
</table>

**Fig. 16.** Relative idle period larger than 10 cycles for various functional units in an Xscale-like processor.

**Fig. 17.** Idle time distribution in different functional units.

**Fig. 16** assume only idle periods of more than 10 consecutive cycles. A smaller idle period does not justify the power overhead associated with sleep transistor power gating (both the sleep transistors which is used to shut down the functional unit and the sleep transistors which is used to shut down the clock tree network). Also note that 100% idle times for some units in the figure for some benchmarks are due to the fact that the benchmarks do not use that unit at all. Accordingly, such units along with its clock tree network can be shut down for the entire runtime.

To provide a better insight, **Fig. 17** shows the idle time distribution for each functional unit. The idle time distribution is quite different from one functional unit to another. As such, using a single IDT for all execution units is inefficient and can result in frequent power switching of the clock tree network and incur large power overhead.

To address this issue, a different IDT is used for each functional unit. We refer to this method as multiple IDT or MIDT. To pick the right IDT for every functional unit we took into account many factors, including how often the functional unit becomes idle and how long it stays idle. After testing many alternatives, the IDT values of 20, 80, 100 and 140 were picked for integer ALU, integer multiplier/divide, floating point ALU and floating point multiplier/divider, respectively. Note that multiple IDT could be implemented easily by using programmable registers.

The leakage power reduction for the clock tree network of various functional units is shown in **Fig. 18**. The clock tree network of floating point multiply/divide unit achieved the largest leakage power reduction, 82%. This is consistent with the result reported in **Fig. 14** showing that the floating point multiply/divide unit spends more than 95% of the program execution time idle. The clock tree network of integer ALU exhibits the smallest leakage power savings, only 9%. This is not unexpected given that **Fig. 16** shows this unit to be idle for only 16% of program execution time.
9. Conclusions

This paper described the problem of clock tree leakage power and described sleep transistor insertion in the clock tree to reduce the leakage power. We characterized the effect of sleep transistor sharing and sizing on clock tree wakeup time, leakage power, and propagation delay.

An algorithm is proposed utilizing these characteristics to reduce the leakage and the total power dissipation through clustering clock buffers and sharing sleep transistors. We have also combined our sleep transistor insertion engine to the standard design synthesis flow for ASIC designs (using industrial synthesis tools), including data flow graph scheduling, resource binding, design synthesis, placement and routing. Having explored the power consumption of clock trees with different fan-outs, significant reductions in total power and leakage power were observed, by 16% and 32% on average respectively.

In addition, the PSSTI technique [31] was used to lower the leakage power of the clock tree within the data-path components of the general-purpose processors. A mechanism to control the activation/deactivation of the sleep transistors was proposed in the clock tree data-path components. The results indicate that the leakage power in the clock trees of the integer ALU, integer multiply/divide, floating point ALU and floating point multiply/divide can be reduced by 9%, 80% 81% and 82% respectively.

Finally, it should be noted that a broader impact of PSSTI along with the zig-zag share circuit technique is not limited to the clock tree network. The techniques can also be applied to other on-chip logic structure where inverters are the dominant utilized standard cells. Examples are SRAM peripheral circuitry including input and output drivers [35,36], wordline drivers [35,36] and pre-decoder circuits. In addition, the proposed technique can also be deployed in on-chip buses and communication networks where large inverters are the major source of leakage [37].

References


Houman Homayoun received the PhD degree from the Department of Computer Science at the University of California Irvine in 2010. He was named a 2010 National Science Foundation Computing Innovation Fellow by the Computing Research Association (CRA) and the Computing Community Consortium (CCC). He was a recipient of the 4-years UC-Irvine computer science department chair fellowship. His research is on power-temperature and reliability-aware memory and processor design optimizations and spans the areas of computer architecture, circuit design and VLSI-CAD, where he has published more than 30 technical papers on the subject. His research is among the first in the field to address the importance of cross-layer power and temperature optimization in memory peripheral circuits. He received his BS degree in electrical engineering in 2003 from Sharif University of technology, Tehran, Iran. He received his MS degree in computer engineering in 2005 from University of Victoria, Canada.

Shahin Golshan received the B.S. degree in computer engineering from Sharif University of Technology, Tehran, Iran in 2005, and the M.S. degree in systems from the University of California, Irvine (UCI) in 2009, where he is currently working toward the Ph.D. Degree. His research interests include VLSI/PCA computer aided design, design automation for embedded systems (high level synthesis and physical design algorithms) with emphasis on low power and reliability, and reconfigurable computing. He is a member of the Association for Computing Machinery (ACM) and the Institute of Electrical and Electronics Engineers (IEEE).

Elahe Bozorgzadeh (S’03/M’03) received the B.S. degree in electrical engineering from Sharif University of Technology, Tehran, Iran, in 1998, the M.S. degree in computer engineering from Northwestern University, Evanston, IL, in 2000, and the Ph.D. degree in computer science from the University of California, Los Angeles, in 2003. She is currently an Associate Professor in the Department of Computer Science at the University of California, Irvine. Her research interests include design automation for embedded systems, and reconfigurable computing. Dr. Bozorgzadeh is recipient of NSF CAREER award and the Best Paper award in IEEE FPL 2006.

Alexander V. Veidenbaum received the PhD degree in Computer Science from the University of Illinois at Urbana-Champaign in 1985. He is currently a Professor of Computer Science at the University of California, Irvine. His research interests include computer architecture for parallel, high-performance, embedded and low-power systems and compilers. He is a member of the ACM, the IEEE and the IEEE Computer Society.

Fadi Kurdahi received his PhD from the University of Southern California in 1987. Since then, he has been a faculty at the Department of Electrical & Computer Engineering at UCI, where he conducts research in the areas of Computer Aided Design of VLSI circuits, high-level synthesis, and design methodology of large scale systems, and serves as the Associate Director for the Center for Embedded Computer Systems (CECS). He was Associate Editor for IEEE Transactions on Circuits and Systems II 1993–1995, Area Editor in IEEE Design and Test for reconfigurable computing, and served as program chair, general chair or on program committees of several workshops, symposia and conferences in the area of CAD, VLSI, and system design. He received the best paper award for the IEEE Transactions on VLSI in 2002, the best paper award in 2006 at ISQED, and four other distinguished paper awards at DAC, EuroDAC, ASP-DAC and ISQED. He also received the Distinguished Alumnus award from this Alma Mater, the American University of Beirut in 2008. He is a Fellow of the IEEE and the AAAS.