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In 1995–1996 the Acoustic Thermometry of Ocean Climate (ATOC) experiment provided an opportunity to study long-range broadband transmissions over a series of months using mode-resolving vertical arrays. A 75-Hz source off the California coast transmitted broadband pulses to receiving arrays in the North Pacific, located at ranges of 3515 and 5171 km. This paper develops a short-time Fourier transform (STFT) processor for estimating the signals propagating in the lowest modes of the ocean waveguide and applies it to analyze data from the ATOC experiment. The STFT provides a convenient framework for examining processing issues associated with broadband signals. In particular, this paper discusses the required frequency resolution for mode estimation, analyzes the broadband performance of two standard modal beamforming algorithms, and explores the time/frequency tradeoffs inherent in broadband mode processing. Short-time Fourier analysis of the ATOC receptions at 3515 km reveals a complicated arrival structure in modes 1–10. This structure is characterized by frequency-selective fading and a high degree of temporal variability. At this range the first ten modes have equal average powers, and the magnitude-squared coherence between the modes is effectively zero. The coherence times of the peaks in the STFT mode estimates are on the order of 5.5 min. An analysis of mean arrival times yields modal dispersion curves and indicates that there are statistically significant shifts in travel time over 5 months of ATOC transmissions. © 2003 Acoustical Society of America. [DOI: 10.1121/1.1530615]
PACS numbers: 43.30.Qd, 43.30.Re, 43.30.Bp, 43.60.Gk [DLB]

I. INTRODUCTION

In deep water, the lowest-order acoustic normal modes are associated with the most energetic late arrivals at long range. Numerous authors, notably Munk and Wunsch, have suggested using these arrivals in applications such as tomography and matched field processing. Using mode signals as observables requires the ability to associate a mode arrival with a particular path or section of the water column. In range-invariant environments, this problem is trivial because the modes propagate independently without exchanging energy, i.e., an arrival in mode 1 is known to have traversed the entire path in mode 1. For ranges on the order of megameters, however, inhomogeneities such as internal waves cause significant coupling of energy among the modes, resulting in complicated arrival patterns that are difficult to interpret. To date, tomographers have primarily relied on the earlier-arriving wavefronts, rather than the low-mode signals, in long-range experiments. Internal-wave-induced fluctuations associated with the rays can be studied within the context of an existing theory, whereas no comparable framework exists for the modes. Theoretical and empirical investigations of the long range propagation of modes through internal waves have yielded interesting results, but there have been few opportunities to relate them to experimental measurements of the mode arrival structure.

In 1995–1996 the Acoustic Thermometry of Ocean Climate (ATOC) experiment provided the first opportunity to observe broadband receptions over a period of months using mode-resolving vertical line arrays (VLAs). Two VLAs were part of a large network that also included U.S. Navy Sound Surveillance System (SOSUS) arrays. Figure 1 shows paths from the bottom-mounted ATOC source on Pioneer Seamount to the two VLAs, located near Hawaii and Kiritimati (Christmas Island). Ranges to these arrays were 3515 and 5171 km, respectively. Each of the vertical arrays had 40 elements and spanned an aperture of 1400 m, providing adequate sampling of the first ten modes of the local environment. The source transmitted phase-encoded pseudo-random sequences with a center frequency of 75 Hz and bandwidth of 37.5 Hz. Transmissions occurred at 4-h intervals during periods set by the ATOC Marine Mammal Research Program.

Formerly at Department of Electrical Engineering and Computer Science, Massachusetts Institute of Technology, and Department of Applied Ocean Physics and Engineering, Woods Hole Oceanographic Institution.
This paper develops a short-time Fourier transform (STFT) method for estimating broadband signals propagating in the lowest modes of the deep water channel and analyzes receptions from the ATOC VLA at Hawaii using this approach. Since the modes are a frequency-dependent basis, broadband mode estimation requires separating the signal into frequency bins and using narrow-band mode filtering for each bin. Typically, researchers have implemented the required frequency decomposition using either a single long Fourier transform or a set of bandpass filters. These approaches are both special cases of the short-time Fourier transform. The STFT provides a convenient framework for exploring the time-frequency resolution tradeoffs that have not been addressed in previous work.

Short-time Fourier analysis of the Hawaii data set provides a detailed characterization of the low mode arrival structure at megameter range. In particular this paper quantifies the coherence of the first ten modes, estimates average dispersion curves, and examines trends in arrival time over the course of 5 months of ATOC transmissions.

The rest of the article is organized as follows. The next section reviews relevant aspects of long-range mode propagation, using simulations of the Pioneer–Hawaii path to illustrate the impact of internal waves on the mode arrivals. Section III reviews the broadband mode estimation problem and highlights the important issues associated with estimating broadband signals. Following that, Sec. IV presents a short-time Fourier framework for broadband mode estimation. Section V describes the results of the STFT analysis of the Hawaii data set. A summary concludes the paper.

II. LONG-RANGE MODE PROPAGATION

Normal modes are the eigenfunctions of the ocean waveguide, derived from the frequency domain acoustic wave (Helmholtz) equation. For a given environment and frequency, the \( m \)th mode is characterized by a horizontal wavenumber \( k_m \), which defines its phase and group velocity, and a modeshape \( \phi_m \), which defines its vertical structure. The modes are an orthonormal basis for narrowband signals, thus the acoustic pressure at frequency \( \Omega \), range \( r \), and depth \( z \) can be represented as the weighted sum

\[
p(r,z,\Omega) = \sum_m a_m(r,\Omega) \phi_m(r,z,\Omega),
\]

where \( a_m \) is the frequency-dependent coefficient for mode \( m \). From a simple input/output viewpoint, the underwater channel transforms the mode coefficients at the source into a set of coefficients at the receiver. In an adiabatic waveguide, the modes propagate independently without exchanging energy. For typical deep water channels, the low modes travel slowest since they represent energy trapped around the sound speed minimum. In addition, modal group velocities in these channels usually decrease with frequency.

When the medium is nonadiabatic, the modes exchange energy as they propagate. Range-dependent waveguides are often modeled as a cascade of range-independent segments, with the boundary conditions at the segment interfaces determining the mode coupling coefficients. Assuming that an environment is only weakly range-dependent, the adiabatic approximation simplifies the modeling problem by neglecting the coupling terms. Under this assumption, each propagating mode adapts with range (changes shape and wavenumber), but does not transfer energy into other modes. The validity of the adiabatic approximation is related to the nature of the inhomogeneities in the medium, and Desaubies concluded that its accuracy depends strongly on frequency, mode number, range and the acoustic quantity of interest, e.g., intensity, phase, travel time.

Sound speed fluctuations due to internal waves are the dominant source of mode coupling in long-range propagation scenarios. To understand the impact of internal waves on the mode arrivals, consider two simulations for the 3515 km California–Hawaii path of the ATOC experiment. Figure 2 shows the results of a broadband parabolic equation (PE) simulation through a deterministic, range-varying model of the environment. This model was defined using sound speed profiles derived from the Levitus winter climatology and bathymetry from the ETOPO-5 topography database. The top plot in Fig. 2 is the synthesized pressure time series at the Hawaii array location, generated using the RAM PE code. Spatial patterns associated with individual mode arrivals are evident in the pressure field, e.g., modes 2 and 3 (mode 1 is not strongly excited in this simulation). The figure beneath the pressure plot is the modal time series obtained by projecting the field (finely sampled in depth) onto the mode functions at the receiver. Note that the modes arrive in order from highest to lowest, as is consistent with deep water dispersion. Constructive interference of the higher modes results in the planewave (ray) arrivals in the early part of the reception.

Figure 3 illustrates how the results change when internal waves are present. For this simulation, the background sound speed profiles were perturbed by internal wave fluctuations at \( \frac{1}{4} \) Garrett-Munk strength, computed using the method of Colosi and Brown. Instead of a single, dispersive arrival in each mode, there are multiple arrivals. This “modal multi-
path” creates the more complicated interference patterns seen in the pressure time series.

From a theoretical standpoint, the effects of internal waves on long-range sound propagation are not fully understood. As indicated in the introduction, most previous work focused on the ray arrivals because they are amenable to analysis via a geometrical optics approximation. The monograph by Flatte et al. summarizes the path integral theory that predicts the fluctuations and coherence of resolved rays.2 While there is no comparable theory for predicting the behavior of the mode arrivals, several authors have addressed aspects of the mode propagation problem. Some of the key results are described below.

In two seminal papers Dozier and Tappert derived modal intensity statistics for narrow-band signals in the presence of internal waves.3,6 Their theory and numerical simulations showed that internal-wave-induced scattering eventually results in an equipartition of energy among the modes. The derivation of this result depends on several simplifying assumptions, including one that says there is no loss of energy into the bottom.

In one of the few studies of long-range experimental data, Colosi et al. compared pressure measurements from the 1000-km SLICE89 experiment to broadband PE simulations.17 Their results showed that the broadening of the transmission finale in the data is attributable to the exchange of energy among the modes, caused by internal waves. In a later paper Colosi and Flatte explored the subject of mode coupling via internal waves using PE simulations designed to model certain aspects of the ATOC experiment.5 They demonstrated the strong nonadiabatic character of propagation through these random fields and quantified the travel-time bias/spread and intensity fluctuations for the modes. A recent review article by Colosi et al. indicates that internal-wave-induced mode coupling is a major factor at 75 Hz, but may be significantly reduced at lower frequencies, e.g., 28 Hz.18

Several papers have examined the degradation of mode coherence by internal waves concentrating on the implications for various signal processing methods, e.g., matched filtering,19 horizontal array beamforming,20,21 and vertical array beamforming.22 Sazonov developed an approximate analytic method for computing the modal cross-coherences,23 and Gorodetskaya et al. applied this technique to the study of horizontal and vertical array gain limitations due to internal wave fluctuations.4 These approximate expressions for coherence have not yet been validated by experimental data.

The ATOC experiment provided a significant opportunity to learn more about mode propagation out to megameter ranges. This paper examines the mode arrivals in the Hawaii data set, focusing in particular on the broadband characteristics and temporal stability of these signals. The following section reviews the problem of estimating mode arrivals using vertical arrays, specifically highlighting the issues associated with using broadband signals.

III. BROADBAND MODE ESTIMATION PROBLEM

In many experiments, including ATOC, the low-order modes are not temporally resolvable, meaning that a vertical array is required to separate the mode signals based on their spatial characteristics.24 An array measures the sum of modes (associated with the signal) plus noise, i.e., in vector notation,

\[ \mathbf{p}(r, \Omega) = \mathbf{\Phi}(r, \Omega) \mathbf{a}(r, \Omega) + \mathbf{n}(\Omega). \]  

(2)

\( \mathbf{\Phi} \) is the matrix of sampled modeshapes, \( \mathbf{a} \) is the vector of mode amplitudes, and \( \mathbf{n} \) is the vector of observation noise. For a broadband source, the measurement is a vector time series

\[ \Psi(r, t) = \int_{\Omega} (\mathbf{\Phi}(r, \Omega) \mathbf{a}(r, \Omega) + \mathbf{n}(\Omega)) e^{j \Omega t} d\Omega. \]  

(3)

The objective of mode processing is to estimate the vector of mode coefficients \( (\mathbf{a}(r, \Omega)) \), or equivalently to estimate the corresponding mode time series. Section III A discusses two important design criteria for mode filters, and Sec. III B reviews previous work on this topic.

A. Design issues

The most important issue to consider in broadband mode estimation is the frequency dependence of the modeshapes. As an example, Fig. 4 illustrates how the first ten modes at the ATOC Hawaii array vary as a function of frequency. A comparison of the modeshapes at 60 and 90 Hz indicates that they change significantly over the 30-Hz interval (approximate bandwidth of the ATOC source). Obviously, any spatial
processing that requires a replica of the sampled mode shape must be done on a set of subbands to avoid mismatch problems. In general the maximum width of these bands is determined by the environment and center frequency. Since bandpass filtering smears signals in time, the broadband mode filter design process inherently involves time and frequency resolution tradeoffs. Separating the signal into subbands reduces mode estimation to a classical linear inverse problem.25,26 The key issue to consider in solving each of the narrowband problems is the spatial sampling of the modeshapes by the array since that determines how well the processor can resolve a mode and reject noise.27 From the point of view of estimating a single mode, there are two types of noise to consider: structured interference from signals propagating in other modes and uncorrelated measurement noise (due to ships, etc.). Based on Fig. 3, it is reasonable to assume that time-windowing can be used to limit the structured interference from the earliest ray arrivals (corresponding to high order modes), since they do not overlap in time with the lowest modes.

B. Previous work

Most previous research focused on experimental settings where a narrowband assumption is valid, meaning that either the source is continuous wave (CW) or the variations in the mode functions across the source band are negligible. Two basic types of mode filters have been developed for narrowband signals: the matched filter (MF)28,29 and the pseudo-inverse (PI) filter.30 The performance of these filters is well understood. The matched filter (sometimes called the sampled modeshapes filter) has the advantage of a simple and stable implementation, but it does not guarantee that energy from one mode will not leak into an adjacent mode. On the other hand, the PI filter ensures good modal crosstalk rejection at the expense of increased noise sensitivity. Headrick et al. provide a useful discussion of the matched filter in the context of the shallow water SWARM 95 internal wave scattering experiment.31 They assess the variability in cross-mode rejection due to array tilt and temporal fluctuations of the modeshapes. SWARM 95 used a 400-Hz broadband source (100-Hz bandwidth), but the authors conclude that a narrowband mode filter is sufficient because the modes do not change significantly across the source band.

For some broadband experiments, variations in the modeshapes and wavenumbers as a function of frequency are too large to ignore. The standard solution to the broadband problem consists of separating the signal into frequency bins using a single long Fourier transform, doing narrow-band mode processing for each bin, and obtaining a time series via an inverse transform.32–34 Sutton et al.35 and Heaney and Kuperman36 suggest using a windowed Fourier transform to compute the mode estimates. Others propose using bandpass filters to process the data in bands where the modeshapes may be assumed constant.37 None of these studies discuss how the frequency resolution (determined by the length of the window or the width of the bandpass filter) affects the mode estimates.

This paper generalizes the previous approaches by using a short-time Fourier transform (STFT) framework to analyze the time/frequency tradeoffs inherent in broadband mode estimation. An STFT-based processor separates the signal into a set of subbands and estimates the modal time series in each band. The results are time-varying mode spectra that can be used to examine the frequency-dependent structure in the signals, e.g., to quantify dispersion or frequency-selective fading. An important advantage of the STFT approach is that it provides a method of analyzing the characteristics of individual multipath arrivals within a mode, provided that short enough time windows can be used in the processing. This facilitates the search for frequency-coherent mode arrivals. The extent of the modeshape variations with frequency determines the maximum temporal resolution that is attainable with a mode processor for a particular environment.

The following section develops the short-time Fourier mode processing framework, explores important time/frequency resolution issues, and selects the processing parameters for the ATOC Hawaii experimental dataset.

IV. SHORT-TIME FOURIER MODE PROCESSING FRAMEWORK

The short-time Fourier transform is a standard signal processing technique for examining the characteristics of transient or time-varying signals.38,39 STFT analysis consists of computing discrete Fourier transforms for a sequence of finite-length data segments. There are two equally valid interpretations of the resulting time-dependent spectrum: (1) as the output of a filterbank or (2) as the output of a windowed Fourier transform operation. This section relies on the first interpretation to describe the application of STFT techniques to broadband mode estimation. The discussion is organized as follows. Section IV A provides an overview of the short-time Fourier mode processor. Following that, Secs. IV B and IV C discuss narrowband mode filters and their broadband
A. Overview

In STFT-based mode analysis, the processor separates the received pressure into a set of subbands and computes mode estimates for each subband. Figure 5 illustrates these steps and introduces some notation. The input to the filter bank is \( \Psi[l] \), a sampled vector time series from an \( N \)-element receiving array. As shown, the filtering operation consists of complex demodulation followed by lowpass filtering; this is equivalent to bandpass filtering followed by demodulation. The result of the STFT analysis step is an \( N \)-point complex vector time series of pressures for each band: \( \mathbf{p}^{(k)}[l] \), where \( k \) denotes the band (bin) number and \( l \) is the time index. After filtering, the processor computes a vector time series of mode coefficients for each band using a set of narrow-band modal beamformers. The result is an \( M \)-point vector \( \mathbf{a}^{(k)}[l] \) containing the estimated short-time Fourier transform of the first \( M \) modes in the bin centered around \( \omega_k \).

Within the STFT framework, the length of the lowpass filter, \( H_{LP}[\omega] \), determines the time and frequency resolution of the estimates. Long filters (equivalent to using long data windows for the Fourier transform) have good frequency resolution, implying that the required operating bandwidth for the modal beamformer \( \mathbf{W}[\omega_k] \) is small. The disadvantage of long filters is that they smear the arrivals in time. Short filters provide much better temporal resolution, but they have wider passbands, meaning that the processor may be more sensitive to the frequency-dependent variations of the modes. In general \( H_{LP} \) can be any filter with a lowpass characteristic, but short-time Fourier analysis typically employs the same filters (windows) that are used in spectral estimation. Harris provides an extensive list of window functions in his classic paper.

The STFT approach reduces the broadband estimation problem to a set of narrowband problems. Assuming that the modeshapes are constant over the band defined by the lowpass filter, the pressure measurement in the \( k \)th band becomes

\[
\mathbf{p}^{(k)}[l] = \mathbf{a}^{(k)}[l] + \mathbf{n}^{(k)}[l],
\]

where \( \mathbf{a}^{(k)}[l] \) is a vector of bandpass-filtered, time-varying mode coefficients, and \( \mathbf{n}^{(k)}[l] \) is a noise vector. As noted above, estimating the mode amplitudes from the measured pressure is a classic inverse problem. This paper focuses on solutions of the form

\[
\hat{\mathbf{a}}^{(k)}[l] = \mathbf{W}^{H}_{k} \mathbf{p}^{(k)}[l],
\]

where \( \mathbf{W}^{H}_{k} \) is a matrix containing the deterministic, time-invariant spatial filter for the \( k \)th band (the superscript \( H \) denotes the conjugate transpose operator). Time- and data-adaptive solution methods could be incorporated into the STFT framework once more is known about the structure of mode signals at long ranges.

The next section briefly describes standard narrowband mode filters, and a subsequent section reviews their broadband performance.

B. Narrow-band mode filters

As indicated in Sec. III B, the two standard solutions to the narrow-band mode estimation problem are the matched filter and the pseudo-inverse mode filter. There are several ways to derive these filters. The approach described below is based on optimizing array gain and provides a complementary perspective to the estimation theory derivation that is more common in the mode filtering literature (see Ref. 27 for a summary). An advantage to viewing mode filtering as a constrained optimization problem is that it emphasizes the inherent tradeoff between interference rejection and processor sensitivity.

Array gain represents the improvement in the signal-to-noise ratio (SNR) due to processing. It is typically defined as the ratio of the SNR at the output of a beamformer to the SNR at a single sensor. Since the signal and noise characteristics often vary across an array, the input SNR is taken to be an average (arithmetic or geometric) of the single-phone SNRs. In the case of modal beamforming, the signal levels vary from one sensor to another because the modeshapes are functions of depth. White noise gain, \( G_w \), represents the gain of the processor when the noise is assumed to be spatially white. For the mode processing problem, the gain for mode \( m \) is defined as

\[
G_w = N \left| \frac{\mathbf{w}_m^{H} \mathbf{\phi}_m}{\mathbf{w}_m^{H} \mathbf{\phi}_m} \right|^2,
\]

where \( \mathbf{w}_m \) is the weight vector (filter) and \( \mathbf{\phi}_m \) is the sampled modeshape vector for the \( m \)th mode. Equation (6) assumes that the input SNR is equal to the arithmetic average SNR across the array. Application of the Schwartz inequality shows that the maximum value of the white noise gain is \( N \), the number of sensors in the array. In addition to describing the noise response, \( G_w \) provides a useful measure of the sensitivity of the processor to mismatch, as discussed by Cox et al.

The matched filter (MF) results from choosing the weight vector for mode \( m \) that maximizes white noise gain while maintaining a unit gain in the desired mode. Maximizing \( G_w \) subject to a unity gain constraint is mathematically
It is useful to rewrite the problem as

$$\min |w_m|^2 \text{ subject to } w_m^H \phi_m = 1.$$  \hspace{1cm} (7)

Standard optimization techniques yield the following solution,

$$w_m^H = \frac{1}{|\phi_m|^2} \phi_m^H,$$  \hspace{1cm} (8)

or in terms of the weight matrix for \( M \) modes

$$W^H = \begin{bmatrix} 1 & 0 & \cdots & 0 \\ \frac{1}{|\phi_1|^2} & \cdots & \cdots & \frac{1}{|\phi_M|^2} \end{bmatrix} E^H,$$  \hspace{1cm} (9)

where \( E \) is the sampled modeshape matrix containing the \( M \) desired modes, i.e., the first \( M \) columns of \( \Phi \). The matched filter is optimal in the sense that it achieves the maximum white noise gain \( (G_{w-MF}=N) \), but it does not explicitly prevent the signal in one mode from leaking into another. Instead, it relies on the orthogonality of the modes to separate them. It is important to note that while the modeshapes are orthogonal functions of the continuous depth variable \( z \), the sampled modeshape vectors are not guaranteed to have this property.

The pseudo-inverse (PI) filter results from constraining mode leakage by placing nulls in the modal beampattern at the locations of a set of interfering modes. In this case, the optimization problem consists of maximizing the white noise gain (minimizing the weight vector length) subject to multiple constraints, i.e.,

$$\min |w_m|^2 \text{ subject to } \begin{cases} w_m^H \phi_m = 1, \\ w_m^H \phi_n = 0, \quad 1 \leq n \leq M. \end{cases}$$  \hspace{1cm} (10)

It is useful to rewrite the problem as

$$\min |w_m|^2 \text{ subject to } w_m^H E = c_m^T,$$  \hspace{1cm} (11)

where \( E \) contains the first \( M \) columns of the sampled modeshape matrix and \( c_m \) is an \( M \)-point column vector with a one in the \( m \)th position and zeros everywhere else. When the sampled modeshape matrix is full rank, standard optimization techniques yield the following solution for the weight vector

$$w_m^H = c_m^T (E^H E)^{-1} E^H.$$  \hspace{1cm} (12)

Equation (12) corresponds to one row of the pseudo-inverse of the sampled modeshapes matrix containing the first \( M \) modes, thus \( W^H \) is simply

$$W^H = (E^H E)^{-1} E^H.$$  \hspace{1cm} (13)

Assuming that \( E \) has full rank, the null constraints in Eq. (11) are met exactly and the processor for mode \( m \) rejects the \( M-1 \) other modes included in the pseudo-inverse. In terms of interference rejection, the PI filter guarantees better performance than the matched filter, but this improvement may come at the expense of increased sensitivity to noise or other perturbations. Consider the white noise gain for the \( m \)th mode:

$$G_{w-PI} = \frac{N}{|\phi_m|^2} \frac{1}{c_m^T (E^H E)^{-1} c_m}.$$  \hspace{1cm} (14)

Recalling that \( c_m^T c_m \) is equal to unity, the second term in Eq. (14) can be written as the inverse of a Rayleigh quotient and is therefore known to be bounded by the squared singular values of the sampled modeshape matrix, i.e.,

$$\sigma_{\min}^2 \leq c_m^T (E^H E)^{-1} c_m \leq \sigma_{\max}^2,$$  \hspace{1cm} (15)

where \( \sigma_{\min} \) and \( \sigma_{\max} \) are the minimum and maximum singular values of \( E \), respectively. If the sampled modeshapes are orthogonal, \( E^H E \) is a diagonal matrix where the \( m \)th term on the diagonal is equal to \( |\phi_m|^2 \). In this case the quotient in Eq. (15) reduces to \( |\phi_m|^2 \), and the white noise gain is equal to the optimal value of \( N \). On the other hand, if the array does not adequately sample the modes, the modeshape vectors are
not orthogonal and some singular values of $E$ may be very small. As one or more of the singular values approach zero, the white noise gain is substantially reduced and the pseudo-inverse becomes ill-conditioned. There are a number of standard techniques for mitigating problems with small singular values in the pseudo-inverse, e.g., diagonal loading and elimination of small eigenvalues in the inverse. These methods increase robustness at the expense of biasing the mode estimates. For the ATOC analysis we limit the number of modes in the pseudo-inverse rather than using one of these alternative approaches.

Beampatterns provide a useful illustration of the narrowband performance of these two mode processors. In the context of mode filtering, the beampattern is defined as
\[ 20 \log_{10} (\mathbf{W}(\mathbf{F}) \Phi), \]
where $\mathbf{W}$ is the multidimensional mode filter and $\Phi$ is the matrix of sampled modeshapes. The $m$th row of the beampattern matrix corresponds to the projection of the modes into the estimate for mode $m$.

For the matched filter, the beampattern corresponds to a normalized version of the sampled modeshape correlation matrix, $\Phi^H \Phi$. Figure 6 shows the matched filter beampattern for the first 25 modes at 75 Hz, using the 40-element ATOC VLA at Hawaii. This filter has excellent crosstalk rejection for modes up to 8; above 8 the sampled modeshapes are obviously correlated. As a result, energy from one mode leaks into estimates of adjacent modes. Performance of the matched filter in this environment degrades significantly for modes above 10, which is not surprising since the array was designed to spatially resolve the first 10 modes.

Figure 7 shows the 75-Hz beampatterns for two pseudo-inverse filters, designed for 10 modes and 15 modes, respectively. These plots confirm that the PI filter for mode $m$ has nulls at the locations of all the other modes included in the estimate, resulting in the beampattern’s diagonal structure. The beampatterns also illustrate how higher order modes (that are not included in the pseudo-inverse) project into the lower modes. As these plots show, the amount of crosstalk depends on the number of modes in the filter, i.e., the 10-mode filter is significantly better at rejecting energy from higher modes than the 15-mode filter. This is due to the fact that the amount of crosstalk is governed by the conditioning of the pseudo-inverse, which degrades as more modes are included.

Figure 8 demonstrates how adding constraints (i.e., additional modes) increases a filter’s sensitivity to noise. The plot shows white noise gain as a function of mode number for the matched filter and five pseudo-inverse filters, designed for 10, 12, 13, 14, and 15 modes, respectively. Note that the results are normalized by $N$, the maximum possible white noise gain. The plot confirms that the matched filter achieves the optimal gain and also shows that the gain of the 10-mode pseudo-inverse filter is equivalent to the matched filter. Curves for the 12-, 13-, 14-, and 15-mode PI filters indicate that there is a significant loss in white noise gain as additional null constraints are added to the design. The reason is that modes above 10 are not adequately sampled by the 40-element ATOC VLA, therefore the smallest singular values of $E$ decrease dramatically as these modes are included.

C. Broadband performance analysis

In designing a short-time Fourier mode processor, it is crucial to have a measure of how well a narrowband mode filter designed for particular frequency performs on the modes at neighboring frequencies. The operating bandwidth of the narrowband mode filters determines the required frequency resolution of the lowpass filter, which in turn defines the temporal resolution of the processor. This section addresses the broadband performance issues associated with the STFT approach by examining the frequency and noise responses of the MF and PI mode filters.

The frequency-dependent beampattern characterizes the frequency response of the STFT processor. For the $k$th bin, this beampattern is defined as
\[ 20 \log_{10} (\mathbf{W}_k \Phi(\omega)), \]
where $\mathbf{W}_k$ is the narrow-band spatial filter designed with the modeshapes at the center frequency of the bin. Figure 9 shows the broadband beampatterns for modes 1 and 10, generated with MF and PI filters for the ATOC Hawaii VLA. The pseudo-inverse filter includes the first ten modes. Each of the spatial filters is designed for a center frequency of 75 Hz, and the results are shown for the 30 Hz ($\pm 15$ Hz) band around that frequency. The solid lines in the plots represent the response in the desired mode and the dashed lines represent the crosstalk from neighboring modes (from 1 to 10) into the desired mode. As Fig. 9 indicates, both filters have a flat
response in mode 1, which is reasonable considering that the first mode’s shape does not vary significantly with frequency (see Fig. 4). At 75 Hz there are nulls in the response of mode 1 to input from modes 2–10, but crosstalk increases substantially as \( \omega \) deviates from the design frequency. The plots for mode 10 indicate that frequency mismatch can affect the gain in the desired mode as well as the crosstalk rejection, e.g., the gain in mode 10 is down by 10 dB at 60 Hz. This is due to the significant changes in the shape of mode 10 as a function of frequency, illustrated in Fig. 4. As expected from the narrowband analysis of the previous section, the frequency-dependent beampattern shows that the MF beamformer does not prevent crosstalk at the center frequency in mode 10. In contrast the PI filter for mode 10 is constrained to have nulls at 75 Hz for modes 1–9. Figure 9 demonstrates that these constraints are not satisfied for frequencies other than the design frequency.

Based on the MF and PI beampatterns shown, frequency mismatch affects crosstalk rejection much more than it affects the response in the desired mode. Thus the allowable crosstalk defines the operating bandwidth of the mode filters. For example, to guarantee a maximum crosstalk level over the band of less than \(-20\) dB, the bandwidth of the ten-mode PI filter is \( \pm 2.5\) Hz. Using this criteria, the cutoff frequency of the lowpass filter (\( H_{L P} \)) in the STFT processor for ATOC should be \( \pm 2.5\) Hz. In addition, since the crosstalk levels in Fig. 9 are increasing away from the center frequency, it is desirable for the temporal filter to have decreasing (rather than constant) sidelobes. To meet these specifications, the lowpass filter chosen for the ATOC data is a 0.4-s Hanning window, which has a \(-3\) dB bandwidth of \( \pm 2.5\) Hz and sidelobes that fall off at a rate of \( 1/\omega^3 \). Recall from Sec. IV A that the temporal resolution of the processor is determined by the length of the lowpass filter. The Hanning window taper is such that it can begin to temporally resolve arrivals when they are farther apart than half its length, thus the resolution of the ATOC short-time Fourier processor is on the order of 0.2 s.

The pseudo-inverse filter clearly provides better crosstalk rejection than the matched filter, however it is subject to problems with the conditioning of the matrix inverse. As discussed in Sec. IV B, white noise gain is a convenient measure of processor sensitivity. Figure 10 shows the white noise gain, normalized by \( N \), of the filters for modes 1 and 10 as a function of center frequency. Each of the plots have four curves: one for the matched filter and three for different realizations of the pseudo-inverse filter that are designed for 10, 12, and 15 modes, respectively. For mode 1 all three pseudo-inverse filters achieve the optimal (matched filter) white noise gain of \( 10 \log_{10}(N) \) regardless of frequency. The plot for mode 10 illustrates an important characteristic of the white noise gain for the higher-order modes: white noise gain decreases as frequency decreases. This is due to the fact that the modes shapes at lower frequencies occupy a greater portion of the water column (see Fig. 4), thus are not spanned as well by the array, resulting in a sampled mode shape matrix with small singular values. Note that for the 10-mode PI filter white noise gain is almost constant across the 30-Hz band of interest.

Based on the discussion above, the pseudo-inverse filter for ten modes provides a better combination of noise gain and interference rejection than either the matched filter or PI filters designed for higher numbers of modes. The next section illustrates the characteristics of short-time Fourier mode estimates obtained by using the ten-mode PI filter to process a simulated reception on the ATOC array.

### D. STFT processing example

Table I summarizes the parameters for an adiabatic simulation of propagation over the California–Hawaii path of the ATOC experiment. The environment contains a broadband point source at 700-m depth, located 3515.2 km away from a 40-element receiving array with 35-m spacing (identical to the ATOC VLAs). In this example, the source transmits a single windowed-sinusoidal pulse with approximately 30-Hz bandwidth, at a center frequency of 75 Hz. The time series for the receivers is synthesized from the first 40 modes, using range-averaged wavenumbers calculated from Levitus winter climatology and range-varying bathymetry for the path. Figure 11 shows the received pressure field for the adiabatic simulation. At 3515.2-km range, the modes are dispersed enough that it is possible to identify individual modes in the pressure time series, e.g., mode 1 is the strong final arrival, and mode 5 is associated with the five strong peaks lined up right after 2374.5 s.

Figure 11 also shows the corresponding short-time Fourier mode estimates, as a function of time and frequency, for modes 1, 5, and 10. The estimates were computed using processing parameters identical to those used on the ATOC data in the next section: a 0.4-s Hanning window lowpass

![FIG. 10. White noise gain (normalized by \( N \)) as a function of frequency for the matched filter and three different pseudo-inverse filters (for 10, 12, and 15 modes). Results are shown in dB.](image)

### TABLE I. Simulation parameters for the California–Hawaii adiabatic propagation example.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source range</td>
<td>700 m</td>
</tr>
<tr>
<td>Center frequency</td>
<td>75 Hz</td>
</tr>
<tr>
<td>Pulse duration</td>
<td>0.11 s (≈30 Hz bandwidth)</td>
</tr>
<tr>
<td>Receiver depth</td>
<td>3515.2 km</td>
</tr>
<tr>
<td>No. of receivers</td>
<td>40</td>
</tr>
<tr>
<td>Element spacing</td>
<td>35 m</td>
</tr>
<tr>
<td>Span</td>
<td>330–1695 m</td>
</tr>
<tr>
<td>Sample rate</td>
<td>300 Hz</td>
</tr>
<tr>
<td>Modes</td>
<td>No. included 40</td>
</tr>
</tbody>
</table>
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filter and a ten-mode pseudo-inverse spatial filter. For this example the bin spacing of the STFT filterbank is 1.25 Hz. Since the lowpass filter has a bandwidth of approximately 2.5 Hz, neighboring bins are highly correlated. A 2.5-Hz bin spacing is all that is required to adequately represent the underlying signals filtered by the Hanning window. Oversampling by a factor of 2 in frequency improves the appearance of the plots, but does not affect the overall resolution of the processor. The solid white line in each plot corresponds to the mode arrival time computed using adiabatic group velocities.

These plots demonstrate that the STFT mode processor is working as expected. First, the arrivals in the estimated modal time series correctly line up with the appropriate peaks in the pressure time series and the adiabatic predictions. Second, the dispersion characteristics of each mode are visible in the output. Mode 1 shows all frequencies arriving at the same time, meaning it is undispersed, whereas modes 5 and 10 clearly show the lower frequencies arriving first, as expected in deep water. Third, with the exception of a small amount of crosstalk (indicated by the white box in the bottom plot) from modes 11 and 12 into earliest arrivals of mode 10, the STFT processor effectively filters out the higher-order modes. Note that this crosstalk is predicted by the beampattern in Fig. 7. Finally, the temporal smearing caused by the 0.4-s low-pass filter is evident in the broader arrival peaks of the mode time series, as compared to the arrivals in the simulated VLA data.

V. STFT ANALYSIS OF RECEPTIONS AT 3515 km

This section presents an analysis of the ATOC receptions on the Hawaii vertical line array using the short-time Fourier techniques described in Sec. IV. The discussion begins with an overview of the experimental data set, including a brief description of the source/receiver configuration and pre-processing algorithms. Following that, Sec. V B describes the short-time Fourier mode estimates for the ATOC receptions and compares them to the results for simulated receptions. Sections V C and V D address the issues of mode coherence and temporal variability, respectively. Finally, Sec. V E discusses mode arrival time statistics and analyzes trends over the course of the experiment.

A. ATOC Hawaii VLA data set

As noted in the Introduction, the ATOC experiment employed a bottom-mounted source at Pioneer Seamount (off California) and two vertical arrays, located near Hawaii and Kiritimati in the Northeastern Pacific. A paper by the ATOC Instrumentation Group provides a thorough description of the source and receiver hardware.48 What follows is a brief review of the relevant details.

The source transmitted phase-encoded pseudo-random sequences at a center frequency of 75 Hz, with a 2.5-dB bandwidth of 37.5 Hz. Each transmission consisted of 44 repetitions of the 27.28-s (1023 digits) M-sequence, corresponding to a transmission length of approximately 20 min. The source and the two VLAs were deployed in the fall of 1995, and regular transmissions began in December of that year. Over the course of the experiment, the source transmitted signals every 4 h during periods set by the ATOC Marine Mammal Research Program.

This paper describes the analysis of data recorded on the 40-element array near Hawaii, located at a range of 3515.2 km from the source. Figure 12 shows the schedule of receptions for this array from 28 December 1995 (yearday 362) to 23 May 1996 (yearday 509). Although the array was not recovered until August 1996, the deepest 20 hydrophones failed sometime after day 509. Since mode processing is much more difficult with only the shallow half of the array (due to inadequate sampling of the modeshapes), this study is limited to receptions recorded with the full array. There were 229 transmissions between yeardays 362 and 509. Forty-one of these were eliminated from the analysis due to incomplete or corrupted time series, leaving the 188 receptions shown in Fig. 12.

For each transmission, the 40-element array recorded the

FIG. 11. STFT processing of adiabatic simulation of California–Hawaii path. Top plot is the synthesized pressure field on 40-element array. Bottom plots are the short-time Fourier estimates for modes 1, 5, and 10. White lines in the mode estimates represent the adiabatic arrival times. The white box indicates the components in the mode 10 signal that are due to crosstalk from modes 11 and 12.

FIG. 12. ATOC transmission schedule through yearday 509. Crosses mark the time of each good reception; receptions with bad channels were eliminated from the data set. The line of numbers above the crosses indicates the division into 13 subgroups for postprocessing.
received signal on each hydrophone, averaged over four periods of the pseudo-random sequence. Ten such averages, spanning an 18.2-min interval, were recorded for each transmission. Subsequently, the time series for each sensor was demodulated and matched-filtered to achieve pulse compression. For all the numerical results presented in this paper, the received pressure time series consists of these matched-filtered demodulates.

During the experiment, the position of the VLA was tracked using a long-baseline acoustic navigation system consisting of four transponders deployed on the bottom and several interrogator hydrophones on the array. Navigation data was recorded immediately before and after each reception. Array positions for each of the ten four-period averages were determined by interpolating between the beginning and ending locations of the array.

In the results presented below, estimates of the noise level for each reception were used to determine plotting and detection thresholds. These estimates were obtained from spectral analysis of noise-only segments of data at the beginning and end of each reception. Further details of the noise analysis for the Hawaii VLA are discussed by Wage.

B. ATOC processing examples

The purpose of this section is to highlight important features of the short-time mode spectra by comparing the results for an ATOC reception with those for a simulated reception. Figure 13(a) is a plot of a demodulated pressure time series (one four-period average) recorded on the Hawaii array in late December 1995. Figure 13(b) shows the time series for a simulation of propagation over the Pioneer–Hawaii path. The simulation environment consists of Levitus background soundspeed profiles perturbed by \( \frac{1}{2} \) Garrett-Munk (GM) internal waves, as described in Sec. II. In the pressure time series plots, the 0-dB level corresponds to the estimated noise floor in the 75Hz bin (the center frequency). Since the simulation does not contain any additive noise components, it is assumed that there is a noise floor 12 dB below the peak in the pressure field, which is consistent with the ATOC measurements.

Based on Fig. 13, the experimental and simulated data are quite similar. Unlike the adiabatic example considered in Sec. IV D, there are no immediately identifiable modes contained in the late-arriving energy of either the measured or simulated reception. The most striking difference between the PE simulation and the real data is that the simulated reception has a sharp cutoff at 2375 s while the ATOC reception exhibits no discernible cutoff. Absence of a sharp cutoff in the ATOC data is attributed to interaction with the steep bottom slope near the Pioneer Seamount source, which the simulation does not model.

The STFT processor for the measured and simulated receptions uses a pseudo-inverse filter for ten modes in conjunction with a 0.4-s lowpass filter (Hanning window), which has the required \( \pm 2.5 \) Hz bandwidth. Figure 14 shows the short-time Fourier mode estimates (as a function of time and frequency) for the first ten modes of the ATOC reception, and Fig. 15 shows the corresponding estimates for the first ten modes in the internal wave simulation. For modal time series plots the 0-dB level corresponds to the estimated noise level in mode 1 at 75 Hz for the reception.

There are a number of observations to make about the
experimental results in Fig. 14. First, each mode consists of multiple arrivals, spread over 2–3 s. This is in stark contrast to the single, dispersive arrivals that characterized the adiabatic propagation example discussed in Sec. IV D. Second, note that the individual arrivals in each mode are on the order of 0.2 s wide, much wider than a typical ray arrival. This is due to the time-smearing inherent in the STFT processor, rather than to a fundamental difference between rays and modes. Third, recall that in the adiabatic case, the modes arrive in descending order and the highest modes are temporally separable from the lowest modes. For this ATOC reception, there is no obvious ordering of the arrivals and the spread of the signals is such that the first ten modes overlap in time. Fourth, the estimated modal time series contain faded arrivals. Frequency-selective fading occurs when two signals with different phase characteristics arrive simultaneously, i.e., within the time window used to compute the transform. Destructive interference of the signals results in deep fades of the spectral amplitude. If a short-time transform temporally resolves two signals, then only nonfaded arrivals (such as those found in the adiabatic example) are observed. The ATOC STFT processor begins to resolve signals at a separation of 0.2 s, thus the presence of faded arrivals in the Hawaii data suggests that the processor is measuring the interference pattern associated with multiple arrivals separated by less than 0.2 s.

A comparison of Figs. 14 and 15 indicates that the results of the ½ GM internal wave simulation qualitatively agree with the experimental data. Each of the time-varying mode spectra for the PE simulation contains a series of faded arrivals. The sharp cutoff, which is a consequence of ignoring bathymetric effects near the source, is clearly evident in the mode estimates. Although the similarities between experiment and simulation are encouraging, the ATOC data does show significantly more time-spread than the PE data.

C. Mode coherence

According to Dozier and Tappert, internal-wave-induced scattering decorrelates the mode signals. In this section we examine the coherence of the first ten modes in the ATOC receptions using magnitude-squared coherence (MSC) as a metric. The MSC of two random processes is defined as

$$\text{MSC}(\omega) = \frac{|\hat{S}_{mn}(\omega)|^2}{\hat{S}_{mm}(\omega)\hat{S}_{nn}(\omega)},$$

where $S_{mn}$ is the cross power spectral density and $S_{mm}$ and $S_{nn}$ are the auto power spectral densities. In practice, the cross power spectrum is estimated by averaging over $L$ measurements in each frequency bin, e.g., an estimate of the cross spectrum for modes $m$ and $n$ is

$$\hat{S}_{mn}(\omega) = \frac{1}{L} \sum_{l=1}^{L} \hat{a}_m(\omega,l)\hat{a}_n^*(\omega,l),$$

where $\hat{a}_m$ and $\hat{a}_n$ are the amplitude estimates for modes $m$ and $n$ and $^*$ denotes the complex conjugate. Setting $m=n$ in Eq. (17) produces auto spectrum estimates. For the ATOC analysis, we obtain the measurements in each bin by subsampling the output of the STFT processor, taking one sample every 0.15 s. Since the processing window (i.e., the filter) is 0.4 s long, this subsampling corresponds to a 62.5% overlap between neighboring windows. To compute the spectral estimates, we use samples from a two-second interval (2373.4 to 2375.4) in each reception and average over all receptions.

Figure 16 shows the average power estimates ($10\log_{10}|\hat{S}_{mm}|$) as a function of mode number for the first ten modes in the 65-, 70-, 75-, 80-, and 85-Hz bins. Note that for these low modes the average power is approximately constant in each bin, which is consistent with Dozier and Tappert’s prediction of an equipartitioning of energy among the modes. The slight increase for modes 9 and 10 at 65, 70, and 75 Hz is attributed to crosstalk from higher order modes.
Differences in absolute levels from bin to bin are a function of the source spectrum.

By definition, the MSC lies between 0 and 1. For the A TOC receptions, the maximum cross-mode coherence for any of the mode pairs in the 65-, 70-, 75-, 80-, and 85-Hz bins is 0.05. These experimental measurements indicate that the signals in the first ten modes are incoherent at a range of 3515 km. This result supports Dozier and Tappert’s claim that modes decorrelate with range due to internal-wave effects.

D. Temporal variability

The purpose of this section is to examine the temporal variability of the mode arrivals at megameter range. For deep water environments, Colosi et al.\cite{54} (citing the work of Flatte and Stoughton\cite{55}) indicate that acoustic coherence times are on the order of tens of minutes, whereas the coherence times for internal waves are on the order of hours. In analyzing data from the ATOC Engineering Test (range = 3250 km), Worcester et al. used 12.7-min coherent averages for the ray arrivals, since the SNR did not increase for longer averaging times.\cite{56} For that same data set, Colosi et al. concluded that time fluctuations in the wavefronts show no coherence at 2-h lag times.\cite{54} Note that in the long-range experiments cited above, the focus was primarily on analyzing the ray arrivals, rather than the late-arriving modes. The rest of this section considers the temporal variations of the mode arrivals in ATOC.

Recall that for each source transmission, the VLA recorded ten four-period averages of the 27.28-s pseudo-random sequence. The results discussed in Sec. V B were computed using the first four-period average of a transmission received by the Hawaii array in late December 1995. Figure 17 compares mode estimates for the first four-period average and the last four-period average of that transmission. The top plots are the estimated spectra for modes 1 and 10 from the first four periods and the bottom plots correspond to the last four periods. Note that the time difference between the end of the first reception and the start of the tenth is approximately 14.5 min. The plot clearly demonstrates that the mode signals change significantly over that time interval: some arrivals drop out entirely, and new arrivals emerge. Using the center frequency bin, Fig. 18 provides a clearer picture of the temporal variability of the mode signals. The two plots in the figure are stacks of the received signals in mode 1 (top) and mode 10 (bottom) at successive 1.82-min (four-period) lags. While some of the peaks are consistent across the full transmission interval, others fade in/out suddenly.

There are a variety of ways to quantify the temporal variability of signals. In this paper, we consider two approaches. The first approach consists of computing the MSC between the first four-period average in a transmission and the successive four-period averages. Yang et al. used a similar method to analyze coherence times for a recent shallow water internal wave experiment.\cite{57} Figure 19 shows the MSC estimate for mode 1, computed using the Hawaii VLA data. Each curve represents the mean over all transmissions. Note that the MSC decreases rapidly, reaching 0.5 at approximately 4.5 min and becoming effectively equal to zero for lag times greater than 14 min. The figure indicates a mild dependence on frequency: mode 1 at 85 Hz has a slightly shorter coherence time than mode 1 at 65 Hz. This apparent dependence may be an artifact due to the lower signal levels.
at the higher frequencies. The MSC estimates for mode 1 are representative of the results for modes 2–10.

The second approach to quantifying temporal variability focuses on the arrival peaks in the bandpass mode estimates. In previous work, Tang and Tappert used processing gain as a measure of the temporal coherence of pulses propagating through internal waves in a shallow (200 m) water environment at ranges of 20 km. They studied pulse coherence times without addressing the issue of modes specifically. Processing gain is defined as a ratio of coherent to incoherent power. Consider the processing gain, $PG$, associated with a peak arrival in a mode:

$$PG = \frac{\sum_{i=1}^{N_p} |a(t_{\text{peak}}, i)|^2}{\sum_{i=1}^{N_p} |a(t_{\text{peak}}, i)|^2},$$

(18)

where $a(t_{\text{peak}}, i)$ is the estimated complex mode amplitude at time $t_{\text{peak}}$ in the $i$th four-period average. $N_p$ is the number of four-period averages included in the calculation. Note that the maximum value of $PG$ is equal to $N_p$ and is achieved when the signal is perfectly coherent. For the Hawaii data set, the following procedure is used to obtain an average processing gain for the peaks in each mode. The initial step consists of finding the peak arrival times for the first four-period average in each reception using a detection threshold of 12 dB above the estimated noise floor. Then the processing gain for each peak is calculated by computing the ratio of coherent and incoherent sums at the peak time. The number of periods ($N_p$) to include in the sums varies from 1 to 10. The resulting gains are averaged over all peaks obtained for that mode in the Hawaii VLA data set (188 receptions). Figure 20 shows the coherent processing loss for the peaks, which is defined as $10 \log_{10} (PG) - 10 \log_{10}(N_p)$. This quantity measures how close the average processing gain is to the ideal gain achieved by a perfectly coherent signal. The dashed, solid, and dotted lines on the plot correspond to the average coherent processing loss for modes 1–10 at 65, 75, and 85 Hz, respectively. Recall that each four-period average represents 1.82 min of data. Based on the figure, processing gain is within 0.5 dB of the ideal gain for $N_p$ up to 3. In other words the peaks are predominantly coherent up to 5.5 min. Beyond that, the average processing gain diverges from that of a perfectly coherent signal. Similar to the MSC estimates, these curves indicate a mild dependence on frequency: modes at 65 Hz have slightly longer coherence times than the modes at 75 or 85 Hz. At a single frequency, there is no obvious ordering of the data by mode number. This is not surprising given the amount of mode coupling that occurs over the 315-km propagation path.

It is important to note that Fig. 20 provides an average measure of temporal coherence. Based on the plot in Fig. 18, some of the mode arrivals are coherent over the reception period (18.2 min). Further analysis of the processing gain data reveals that approximately 9% of all arrivals are coherent over the entire reception (where coherence is defined to be $PG > 9$).

**E. Arrival time statistics**

On days that the ATOC source was operating, there were transmissions at 4-h intervals. Given the variability of the mode signals over a single 18.2-min reception, it is not surprising that the locations of the arrival peaks change substantially after 4 h. To get an idea of how the peak arrival times are distributed, consider the histograms for modes 1–10, shown in Fig. 21. These plots were compiled by picking peaks in the first group of ATOC receptions (yeardays 363–366, containing 200 four-period averages) using a detection threshold of 12 dB above the estimated noise floor for each mode. The results demonstrate that there is not a dominant arrival time in each mode; rather, the peaks are distributed...
between 2373 and 2376 s for all of the modes. Note that the distribution of the higher modes (e.g., mode 10) is skewed towards the early part of the 3-s interval while the low modes are concentrated towards the latter part of the interval. This is consistent with deep water dispersion, where higher modes arrive first.

Since there is not a dominant peak in each mode that can be tracked, it is necessary to consider average travel time statistics for the mode signals. For the ATOC data, the leading edge, falling edge, and centroid of the short-time Fourier mode estimates provide a useful characterization of the arrival structure. Leading and falling edges are defined as the first and last (respectively) time indices where the complex envelope of the mode estimate exceeds a threshold. The centroid is defined to be the center of mass of the portion of the complex envelope that is higher than the threshold value. For all of the results presented below, the threshold was set at 12 dB above the noise floor in each mode.

Figure 22 shows the results of averaging over all the receptions in the first group (a total of 200 four-period averages) to obtain the leading and falling edges as a function of frequency for the first 10 modes. For reference, the figure also includes the average leading and falling edges for the mode estimates of ten simulated receptions, which result from ten independent realizations of a Garrett-Munk internal wave field. The error bars on these plots represent the standard error, i.e., the sample standard deviation divided by the square root of the number of samples included in the average. The ATOC statistics reveal several significant features. First, the average spread between leading and falling edges is on the order of 1.5 s. Second, the high modes have earlier arrival times, while low modes have later arrival times, as would be expected in a deep water channel. Although there is some crossover between neighboring modes, the leading and falling edges show that there are statistically significant differences in arrival time among the modes, e.g., compare modes 1 and 10. Finally, the plot indicates that the signals at the center frequency (75 Hz) are more spread than those at either end of the band. This effect may be partially due to the fact that the same detection threshold is used for all frequency bins, while the source spectrum rolls off as a function of frequency.

Since the simulated data is averaged over only ten receptions, the resulting curves in Fig. 22 are not as smooth as the ATOC data and the error bars are larger. Nevertheless, the simulated data is comparable to the real data in two important respects: the leading edges show similar behavior (as a function of frequency) to the ATOC data, and the arrival times are also comparable. Unlike the falling edges in the ATOC data, however, the falling edges in the simulated data are much more concentrated. This sudden cutoff has been noted above and is likely the result of ignoring downslope propagation effects near the source.

A second-order least squares fit to the centroid data has been used to estimate average mode arrival times as a function of frequency, i.e., dispersion curves for each mode. Figure 23 compares the estimated dispersion curves for the first group of ATOC receptions with the dispersion curves obtained from the ten simulated receptions. Predicted adiabatic dispersion curves are included for reference. The experimental data shows the modes arriving in descending order (though there is some crossover among nearest neighbors). The simulated data show good agreement: the mean arrival
times extend over the same interval, approximately 0.8 s. The key difference between the ATOC data and the simulated data in Fig. 23 is a shift in the mean arrival times: the curves for the first group of ATOC data occur approximately 0.2 s later than the centroids of the simulated receptions. Although Fig. 23 shows an obvious difference between experiment and simulation in the curvature of mode 1’s dispersion characteristic, the plots for other ATOC reception groups indicate that this is not a consistent feature in the data. Comparing the ATOC and simulated data to the predicted adiabatic arrival times indicates that the intermode dispersion is larger for the adiabatic case than for the measured or simulated data, i.e., the difference in the mean arrival times of modes 1 and 10 is larger for the adiabatic prediction than for the estimated dispersion curves. This is expected because coupling of energy from mode to mode tends to drive the average arrival times closer together. Note that although the intermode dispersion is larger, the dispersion within each mode (inframode) is obviously smaller for the adiabatic case, as Figs. 2 and 3 demonstrate.

Figure 24 shows the mean arrival time at 75 Hz (obtained from the dispersion curves) as a function of mode number. There are five lines on the plot, which correspond to the results for ATOC reception groups 1, 7, and 13, the PE simulation result, and the adiabatic prediction. The standard errors for the mean arrival time estimates range from 7 to 18 ms for the ATOC data and 18 to 32 ms for the simulated data. Figure 24 illustrates several important points. The trend of decreasing travel time with increasing mode number is obvious from all of the curves. The three ATOC groups shown represent the beginning, middle, and end of the Hawaii data set. It is clear that there are shifts in travel time over the course of the experiment, however the slope of the arrival time versus mode number curve remains roughly constant. Note that the slope of the line for the ½ Garrett-Munk PE simulation data also appears to agree with the experimental results. In contrast, the adiabatic mode prediction has a much steeper arrival-time versus mode number curve.

The Hawaii data set contains 5 months worth of data, taken between the end of December 1995 and May of 1996. Figure 25 illustrates how mean arrival time in the 75-Hz bin changes over the course of the experiment. Note that the minimum travel time for all of the modes occurs around yearday 427, which corresponds to the beginning of March 1996. The trend of decreasing mode arrival time from the start of the experiment until March and increasing afterwards agrees with the trend observed in the ray arrivals for the Hawaii VLA.7 The difference in the arrival times between the first group of receptions (yearday 363) and the sixth group of receptions (yearday 427) is between 0.3 and 0.5 s for the first ten modes. A t-test confirms that these time differences are statistically significant at the 1% level. Based on the 1998 Science article by the ATOC Consortium,7 the ray arrivals exhibit somewhat smaller time shifts, on the order of 0.25 s over that same period. The Science article notes that the trend observed at the Hawaii array is not in agreement with the expected seasonal trend (which would have shown increasing travel times in winter and decreasing in the summer) and postulates that this is due to a subsurface warming near the receiver that offsets the winter surface cooling layer near the source.

VI. CONCLUSION

In this paper we presented a short-time Fourier framework for broadband mode estimation. Using this flexible framework, we explored the time-and frequency-domain characteristics of the two most common modal beamforming algorithms and designed a mode processor for the ATOC experiment. Our analysis of five months of receptions at the Hawaii VLA produced a number of results regarding the mode arrival structure at megameter range. First, we demonstrated that the low mode signals at 3515 km consist of a series of arrivals, rather than the single dispersive arrival that typifies adiabatic propagation, confirming the predictions of numerous simulation studies. Second, we showed that the first ten modes have roughly equal average powers and that the cross-mode coherence is effectively zero. These results agree with Dozier and Tappert’s conclusions based on theoretical and numerical work.3,6 Third, we examined the temporal variability of the mode signals and determined that the average coherence times of the peaks in each bin are on the order of 5.5 min; coherence times of the overall signal (not just the peaks) are even shorter. Fourth, we computed centroid statistics that reveal mode-dependent trends in arrival...
time and highlight mean shifts in the environment over 5 months of the experiment. We noted that the slope of the centroid arrival time versus mode number curve derived from the experimental data agrees with the slope derived from numerical simulations of propagation through \( \frac{3}{2} \) Garrett-Munk strength internal waves.

This research has important implications for acoustic tomography using normal modes. Noting that the individual mode arrivals are not stable over time, we conclude that inversions must be based on the statistics of the mode field. Additional work is needed to investigate the dependence of mode statistics on the background environment and the parameters of the internal wave field.
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14. The environment contains the actual bathymetry along the path, with the exception of one simplification: the steep downsource near the source has been eliminated. In the simulations the source is at 939.5-m depth (the depth of the actual seamount), and the bottom depth at the source is 3317 m. The effects of the near-source downsource propagation are discussed briefly in Sec. V B of this paper and by Wage.31


Higher-order modes are propagating in the waveguide, but their arrivals occur prior to the start-time of the simulation window.

Unlike the simulation in Fig. 2, mode 1 is excited by the source in this example.


Although the source transmitted 44 periods of the M-sequence, the array only recorded 40 periods. The start-time for recording was chosen so that sampling began approximately two periods after the start of the reception.


