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Abstract

The constrained operating environments of many FPGA-based embedded systems require flexible security that can be configured to minimize the impact on FPGA area and power consumption. In this paper, a security approach for external memory in FPGA-based embedded systems that exploits FPGA configurability is presented. Our FPGA-based security core provides both confidentiality and integrity for data stored externally to an FPGA which is accessed by a processor on the FPGA chip. The benefits of our security core are demonstrated using four embedded applications implemented on a Stratix II device. Each application requires a collection of tasks with varying memory security requirements. Our security core is used in conjunction with a NIOS II soft processor running the MicroC/OS II operating system. An average memory and energy savings of about 64% and 16%, respectively, is achieved for the four applications versus a non-configurable, uniform security approach.

1 Introduction

FPGAs are quickly becoming ubiquitous components in many low-cost embedded systems. These systems often contain little more than an FPGA, external memory, I/O ports, and interfaces to sensors and monitors. In addition to standard concerns regarding system performance and power consumption, security has become a leading issue for many embedded applications. Although the programmed contents of FPGAs are frequently protected with bitstream encryption [13], external memory transfers can easily be observed and may reveal important application information. Some memory protection can be provided by simply encrypting data prior to external memory transfer. Although data encryption techniques are widely known and used, simply modifying the values of data and instructions is generally thought to be insufficient to provide full protection against information leakage [2].

An important aspect of FPGA-based systems that distinguishes them from their ASIC-based counterparts is their ability to exactly meet designer hardware requirements on a per application basis. This flexibility has been shown to reduce application power consumption and improve system performance for a variety of FPGA-based systems [10]. However, the implementation of specific security policies in FPGAs [3] has only recently received attention. As FPGA use in embedded systems grows, the need to efficiently implement security protocols that can be easily updated becomes important.

In this paper, we describe a new FPGA-based approach which provides security to off-chip instruction and data accesses made by a processor on the FPGA chip (soft or hard core). A hardware-based security core determines the appropriate data security level as memory accesses occur in conjunction with an embedded real-time operating system. Our approach allows for the optimization of security core size on a per application basis based on memory footprint and security level requirements. The implementation has been parameterized to allow for straightforward adaptation to a variety of applications. To demonstrate the effectiveness of our approach, we implement four versions of the core with four different multi-task applications, each requiring different mixes of security levels. These designs have been tested using an Altera NIOS II soft processor [1] on a Stratix II based prototyping board. The NIOS II runs the MicroC/OS II operating system [5] to schedule tasks for each application. The new approach is optimized for FPGAs, which allow secure dynamic reconfiguration via an encrypted bitstream versus ASICs which have a fixed configuration.

The paper is organized as follows. Section 2 describes data security issues for embedded systems and previous approaches to address memory protection. Section 3 provides details of our security core. In Section 4 we describe the integration of our core with NIOS II and its use with four embedded applications. A description and analysis of experimental results are provided in Section 5. Section 6 concludes the paper.
### Table 1: Security and performance levels for memory protection

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>confidentiality only</td>
<td>50%</td>
<td>&gt;50%</td>
<td>&gt;50%</td>
</tr>
<tr>
<td>confidentiality &amp; integrity</td>
<td>50%</td>
<td>50%</td>
<td>&gt;50%</td>
</tr>
<tr>
<td>Security level</td>
<td>1/2^32 or 1/2^33</td>
<td>1/2^32 or 1/2^33</td>
<td></td>
</tr>
</tbody>
</table>

### 2 Background

#### 2.1 Embedded System Memory Threats

The external memory of an embedded system can face a variety of attacks [4] resulting from either the probing of the interface between a processor and the memory or physical attacks on the memory itself (fault injection). Bus probing results in the collection of address and data values which can be used to uncover processor behavior. The encryption of data values using algorithms such as the Advanced Encryption Standard (AES) or Triple Data Encryption Standard (3DES) prior to their external transfer guarantees data confidentiality. Data encrypted with these algorithms cannot be retrieved without the associated key. However, even encrypted data and their associated addresses leave memory values vulnerable to attack. Well-known attacks [4] include spoofing, relocation, and replay attacks. A spoofing attack occurs when an attacker places a random data value in memory, causing the system to malfunction. A relocation attack occurs when a valid data value is copied to one or more additional memory locations. A replay attack occurs when a data value which was previously stored in a memory location is substituted for a new data value which overwrote the old location. For all three cases, it may be possible for an embedded system to successfully decrypt data, but system behavior will be negatively impacted. Processor instructions are particularly vulnerable to relocation attacks since specific instruction sequences can be repeated in an effort to force a system to a specific state. Specific approaches that maintain the integrity of data from these types of attacks are needed to secure embedded systems. Integrity is a mechanism which guarantees that a data value has not been altered during storage or transfer. In previous works and in our work, attacks such as side channel or fault injection are not taken in account by our threat model. Several papers already deal with these kind of issues.

#### 2.2 Related Work

A number of techniques have been developed that provide data confidentiality and integrity in processor-based systems. For these systems [4] [6] [8] [9], confidentiality is provided via data encryption using AES or 3DES. Data is encrypted prior to off-chip transfer and decrypted following data retrieval from memory. Data integrity is typically maintained by hashing data values in a hierachical fashion [4] [6] [9] [9]. The security level of these schemes measures the likelihood that an attacker could break the provided integrity using a changed data value that could pass the integrity check. Even though these solutions have been shown to be effective, the cost of security can be high in terms of secure off-chip memory space needed to store hash and tag values for each data item and increased read latency due to integrity checking. As summarized in Table 1, performance and off-chip memory overheads involved can often be 50% or higher, constraining embedded systems. On-chip memory usage for these approaches is not significant.

A distinguishing feature of our new low-overhead approach is its ability to offer configurable data security levels for different tasks in the same application. The confidentiality and integrity approach in AEGIS [9] most closely matches our approach. AEGIS also allows for the selection of different security levels for different portions of memory. This memory mapping must be identified during compilation and new instructions are added to the processor for operating system use. These instructions take advantage of hardware security primitives to enter and access OS kernel primitives. Overall, this approach adds complexity to both the processor architecture and the operating system. Although it appears that other data confidentiality and integrity approaches [4] [6] could be easily extended to multiple tasks, selective security based on memory addresses has not been reported for them.

The scope of our work is limited by the same threat model assumed by the earlier approaches. Our approach targets replay, relocation, and spoofing attacks. We assume that the FPGA is physically secure from attack and has been properly configured.

![Memory security system overview](image)

Figure 1: Memory security system overview

### 3 Memory Security Architecture

Our approach, shown in Figure 1, relies on a hardware security core (HSC) fashioned from FPGA logic and embedded memory which is able to manage different security levels depending on the data address received from the processor. A small lookup table (the security memory map or SMM) is included in the core to store the security level of memory segments accessed by tasks. Three security levels are possible for each memory segment: confidentiality-only, confidentiality and integrity, or no security. The implementation of the security policy in the SMM is indepen-
dent of the processor and associated operating system. The configuration of the SMM and the rest of the core is contained in the encrypted FPGA bitstream. The isolation of the SMM makes it secure from software modification at the expense of software-level flexibility. New multi-task applications require a new FPGA bitstream to achieve a new memory security protocol.

3.1 Security Level Management

The increased use of soft and hard-core processors in FPGAs has facilitated the use of operating systems in FPGA-based systems. The use of an OS provides a natural partitioning of application code and data. Based on this partitioning, developers can specify a desired security partitioning for each. In Figure 1, the application instructions and stack data of Task 1 have different security levels. In this case, the application designer may wish to keep task processor data secure to prevent copying. The application code may be less sensitive, eliminating a need for security. Our approach is designed to be used in conjunction with a memory management unit (MMU). This unit ensures that a task will not read or write memory segments that are not associated with it, creating a security risk if security levels differ. The availability of configurable security levels provides a benefit over requiring all memory to perform at the highest security level of confidentiality and integrity checking. The amount of on-chip memory required to store tags for integrity checking can be reduced if only external memory that requires security is protected. Additionally, the latency and dynamic power of unprotected memory accesses is minimized since unneeded security processing is avoided. FPGA reconfigurability allows for the optimization of the required on-chip storage and modification via a new bitstream.

3.2 Memory Security Core Architecture

Our FPGA core for management of memory security levels is an extension of a preliminary version [11][12] which provides uniform security for all tasks and memory segments and uses one-time pad (OTP) operations [8] for confidentiality and cyclic redundancy checks (CRC) for integrity checking. The linearity of CRC operations has been found to expose data to integrity check failures in some cases. Confidentiality in our new system is similar to the AES-based encryption scheme called Binary Additive Stream Cipher [7]. Rather than encrypting write data directly, our approach first generates a keystream using AES, which operates using a secret key stored in the FPGA bitstream. In our implementation, a time stamp value, the data address, and the segment ID of the write data are used as input to an AES encryption circuit to generate the keystream. This keystream is then XORed with the data to generate ciphertext which can be transferred outside the FPGA. The times-tamp is incremented during each cache line write. The same segment ID is used for all cache lines belonging to a particular application segment. The benefit of the AES-TASC (AES in time address segment counter mode) approach versus direct data encryption of the write data can be seen during data reads. The keystream generation can start immediately after the read address is known for read accesses. After the data is retrieved, a simple, fast XOR operation is needed to recover the plaintext. If direct data encryption was used, the decryption process would require many FPGA cycles after the encrypted data arrives at the FPGA. Thus, the use of AES-TASC significantly reduces the read latency of security. One limitation of this approach is a need to store the time stamp (TS) values for each data value (usually a cache line) in on-chip storage so it can be used later to verify data reads. A high-level view of the placement of security blocks is seen in Figure 1.

A step-by-step description of AES-TASC protected data reads and writes are shown in Algorithm 1 (steps 2-4) and Algorithm 2 (steps 1, 3, 5). From a security standpoint, it is essential that the keystream applied to encrypt data is used only one time. Since the keystream is obtained with AES, the AES inputs also need to be used just one time. If the same keystream is used several times, information leakage may occur since an attacker may be able to determine if data encrypted with the same keystream have the same values. The use of the data memory address in the generation of the keystream (Figure 2) protects the data value from relocation attacks. To prevent replay attacks, a simple time stamp generator, such as a counter, is used. As shown in Algorithm 1, the TS value associated with each data address is incremented by 1 after each write to the memory. For each new cache line memory write request, the system will compute a different keystream since the value of TS is incremented. During a read, the original TS value is used for comparative purposes (Algorithm 2). The retrieved TS value is provided to AES during the read request. The AES result will give the same keystream as the one produced for the write request and the encrypted data will become plaintext after being XORed (Algorithm 2, step 5).

Algorithm 1 - Cache memory write request:

1. Integrity tag computation: IC tag = IC_AES(plaintext)
2. Time stamp incrementation: TS = TS + 1
3. Keystream = AES(TS, address, Segment ID)
4. Ciphertext = plaintext ⊕ keystream
5. Ciphertext ⇒ external memory
6. Time stamp storage: TS ⇒ TS memory
7. Integrity tag storage: IC tag ⇒ IC memory

Read-only data, such as processor instructions, do not
require protection from replay attacks because these data are never modified. No TS values are needed for these data so the amount of on-chip TS memory space can be reduced accordingly. Read-only data may be the target of relocation attacks but the address used to compute the AES-TASC guarantees protection against these attacks. The use of time stamps and data addresses for AES-TASC protects read/write data against replay and relocation attacks. If a data value is replayed, the TS used for deciphering will differ from the one used for deciphering. If a data value is relocated, its address will differ from the one used to generate the keystream. In both cases, the deciphered data will be invalid.

**Algorithm 2 - Cache memory read request:**

1 - TS loading : TS ≜ TS memory
2 - IC tag loading : IC tag ≜ IC tag memory
3 - Keystream = AES{T S, address, Segment ID}
4 - Ciphertext loading : Ciphertext ≜ external memory
5 - Deciphered data = Ciphertext ⊕ keystream
6 - Integrity checking : IC tag ≜ IC\_AES\{Deciphered data\}
7 - Deciphered data ⇒ cache memory

The need for unique time stamps creates a problem if the time stamp generation counter rolls over and starts reusing previously-issued time stamps. A typical solution to this issue involves the reencryption of stored data with new time stamps [14]. Recently, an AES-TASC solution which uses multiple time stamp generator counters [14] was proposed. If a time stamp counter reaches its maximum value, only about half the data must be reencrypted. With our security approach, the same idea can be applied based on segment IDs. If a timestamp associated with a segment rolls over, the segment ID value is incremented. All the data included in the segment are reencrypted with the new segment ID value. The use of the segment ID in keystream generation helps avoid the issue of matching time stamp values in this case. If reencryption due to counter rollover is needed, only a portion of the external memory is affected. This feature can help reduce the down time of an embedded system.

The memory security core must be able to detect that a deciphered data value is correct following a memory read. Our core includes an extension to AES-TASC encryption that evaluates data integrity. As shown in Figure 3, the integrity checking unit is composed of one AES round. The integrity check (IC) tag is composed of bits from the AES-round output. These output bits are selected in such a way that if any data input bit changes, multiple output bits are affected.

The IC tag of the cache line to be encrypted (step 1 in Al-
algorithm) is stored in the IC memory (step 7 in Algorithm 1) prior to keystream generation. Later, when the processor core requests a read, the IC tag result of the final XOR operation is compared with the integrity check value stored in the memory (step 6 in Algorithm 2). If data is changed following storage by a replay or relocation attack, the IC tag of the retrieved value will differ from the stored value, so the attack is detected.

The storage required for integrity check values impacts the security level provided. In this case, a 128 bit data input and a 32 bit IC tag are used. As each cache line is composed of 256 bits, an attacker only has a 1 out of $2^{64}$ probability of successfully modifying the encrypted value and achieving the original IC tag value. This security level is similar to values for previous area-intensive approaches shown in Table 1, which are appropriate for FPGAs. As shown in Figure 2, the data paths in the security core are controlled by the SMM output. The SMM receives the base address of the cache line and sends signals to configure the correct data path inside the core.

### 4 Experimental Approach

In order to validate the benefits of our approach, an architecture based on an Altera NIOS II soft processor [1] was developed. Our security core and associated memory was implemented in FPGA logic and embedded memory and interfaced to the processor via an Avalon bus. In separate sets of experiments, the NIOS II was first allocated instruction and data caches of 2 KB bytes and then 512 bytes. The current implementation of NIOS II does not use an MMU. The widely-used MicroC/OS-II [5] embedded operating system was used to validate our approach. MicroC/OS-II is a scalable, preemptive and multitasking kernel. The OS can be configured by the designer during application design to use only the OS features that are needed. A priority-based scheduling is used to evaluate which one of up to 64 tasks runs at a specific point in time. MicroC/OS-II uses a hardware timer to produce ticks which force the scheduler to run.

To explore the impact of the security management on performance, area, and power consumption, 4 multi-task applications were used. These applications include:

- **Image processing** - This application selects one of two values for a pixel and combines the pixels into shapes. Pixel groups that are too small are removed from the image. This process is called morphological image processing.

- **Hash** - This application can perform selective hashing based on a number of common algorithms. Supported hash algorithms include MD5, SHA-1 and SHA-2.

Each of these applications can benefit from a selective memory security policy that can be uniquely implemented in separate FPGA bitstreams. For the image processing application, image data and application code used to filter data is protected, but data and code used to transfer information to and from the system is not. For the VOD application, deciphered image data and AES specific information (e.g. the encryption key) is considered critical. Also, the MPEG algorithm is considered proprietary and its source code is encrypted, while MPEG data and RS code and data are left unprotected. For the communications application, all data is considered sensitive and worthy of protection. In order to guarantee correct operation, the code must not be changed, so confidentiality and integrity checking is applied to all code. Application data is only protected for confidentiality. Hash application code is only encrypted (confidentiality) and application data has no protection. For example, a company may wish to protect its code from visual inspection. Since there is no need for integrity checking for this application, no storage for time stamps or IC tag values is needed. The TS input to the AES core, shown in Algorithms 1 and 2, are set to zeroes for this case. In all applications except Hash, the operating system code and data use both confidentiality and integrity checking. For the Hash application, only confidentiality is used for the OS instructions.

Tables 4 and 2 summarize the task, external memory count, and number of memory segments for the applications. Note that tasks only represent application tasks, not operating system tasks, but memory segments include ap-

### Table 2: Application memory protection details by protection level

<table>
<thead>
<tr>
<th>App.</th>
<th>Code</th>
<th>Data</th>
<th>Code</th>
<th>Data</th>
<th>Code</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 4: Application overview

<table>
<thead>
<tr>
<th>App.</th>
<th>Tasks</th>
<th>Mem.</th>
<th>Segs</th>
<th>Total mem (kB)</th>
<th>Code</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### - Video on demand (VOD) -
This application includes a sequence of operations needed to receive transmitted encrypted video signals. Specific operations include Reed Solomon (RS) decoding, AES encryption, and MPEG-2 decoding with artifact correction.

### - Communications -
This application includes a series of tasks needed to send and receive digital data. Specific operations include Reed Solomon decoding, AES encryption, and Reed Solomon encoding.

### - Hash -
This application can perform selective hashing based on a number of common algorithms. Supported hash algorithms include MD5, SHA-1 and SHA-2.
### 5.1 Area Overhead of Security

As shown in Table 5 for configurations with 512 byte caches, in most cases the hardware security core (HSC) logic required for programmable protection is greater than for uniform protection due to the inclusion of the SMM.

The same clock frequency as the base configuration (121 MHz) was achieved for enhanced configurations. Area results for 2 KB caches are nearly identical and have been omitted. A detailed breakdown of the size of individual units in the HSC is provided in Table 3 for both uniform and programmable protection. It is notable that the ALUTs required for IT storage for the programmable protection version of VOD is reduced versus uniform protection since the amount of IT storage is reduced. For the Hash application, integrity checking is not performed for either uniform or programmable protection so no hardware material is needed for the IC unit.

### 5.2 Performance Cost of Security

The run time of each NIOS II-based system for each application was determined using counters embedded within the FPGA hardware. Table 6 shows the run time of each application on each configuration and an assessment of performance loss versus the base configuration. Experiments were performed for all three security approaches using both 512 byte and 2 KB caches.

The percentage performance loss due to security is higher for configurations which include smaller caches. This is expected, since smaller caches are likely to have a larger number of memory accesses, increasing the average fetch latency. Some per-application variability is seen. Both image processing and VOD applications show a substantial performance reduction (23% and 21%, respectively) with uniform protection even though both contain data segment protection which require no protection. The use of programmable protection allows these data segments to have less of an impact on application performance. Modest performance reductions (14% and 13%) are reported for these configurations.

### Table 3: Detailed breakdown of hardware security core (HSC) resource usage

<table>
<thead>
<tr>
<th>Application</th>
<th>Total ALUTs</th>
<th>AES-TASC unit ALUTs</th>
<th>AES-TASC unit FFs</th>
<th>IC unit ALUTs</th>
<th>IC unit FFs</th>
<th>SMM ALUTs</th>
<th>Control ALUTs</th>
<th>Control FFs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image</td>
<td>3141</td>
<td>1082</td>
<td>1586</td>
<td>439</td>
<td>320</td>
<td>319</td>
<td>1584</td>
<td>3328</td>
</tr>
<tr>
<td>VOD</td>
<td>3273</td>
<td>1042</td>
<td>1608</td>
<td>439</td>
<td>320</td>
<td>319</td>
<td>1584</td>
<td>3328</td>
</tr>
<tr>
<td>Comm</td>
<td>3273</td>
<td>1042</td>
<td>1608</td>
<td>439</td>
<td>320</td>
<td>319</td>
<td>1584</td>
<td>3328</td>
</tr>
<tr>
<td>Hash</td>
<td>2335</td>
<td>939</td>
<td>1282</td>
<td>439</td>
<td>320</td>
<td>319</td>
<td>1584</td>
<td>3328</td>
</tr>
</tbody>
</table>

### Table 5: Architectural parameters for different security levels

<table>
<thead>
<tr>
<th>Application</th>
<th>Uniform protection</th>
<th>Programmable protection</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ALUTs</td>
<td>FFs</td>
</tr>
<tr>
<td>NIOS + HSC</td>
<td>7971</td>
<td>4599</td>
</tr>
<tr>
<td>VOD</td>
<td>8129</td>
<td>4599</td>
</tr>
<tr>
<td>Comm</td>
<td>7975</td>
<td>4599</td>
</tr>
<tr>
<td>Hash</td>
<td>7326</td>
<td>4400</td>
</tr>
</tbody>
</table>

As stated in Section 3, the availability of a security core which allows for different security levels for different memory segments provides for security versus resource tradeoffs. In our analysis we consider three specific scenarios:

- **No protection (NP)** - This is the base NIOS II configuration with no memory protection.
- **Programmable protection (PP)** - This NIOS II and security core configuration provides exactly the security required by each application memory segment (Section 4).
- **Uniform protection (UP)** - This NIOS II and security core configuration provides the highest level of security required by a memory segment to all memory segments. Since all segments use the same security level, the SMM is smaller.

The logic overhead of the security core in the programmable protection case is not constant since the size of the SMM depends on the number of defined security areas.

The same clock frequency as the base configuration (121 MHz) was achieved for enhanced configurations. Area results for 2 KB caches are nearly identical and have been omitted. A detailed breakdown of the size of individual units in the HSC is provided in Table 3 for both uniform and programmable protection. It is notable that the ALUTs required for IT storage for the programmable protection version of VOD is reduced versus uniform protection since the amount of IT storage is reduced. For the **Hash** application, integrity checking is not performed for either uniform or programmable protection so no hardware material is needed for the IC unit.

<table>
<thead>
<tr>
<th>Application</th>
<th>Total ALUTs</th>
<th>AES-TASC unit ALUTs</th>
<th>AES-TASC unit FFs</th>
<th>IC unit ALUTs</th>
<th>IC unit FFs</th>
<th>SMM ALUTs</th>
<th>Control ALUTs</th>
<th>Control FFs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image</td>
<td>3141</td>
<td>1082</td>
<td>1586</td>
<td>439</td>
<td>320</td>
<td>319</td>
<td>1584</td>
<td>3328</td>
</tr>
<tr>
<td>VOD</td>
<td>3273</td>
<td>1042</td>
<td>1608</td>
<td>439</td>
<td>320</td>
<td>319</td>
<td>1584</td>
<td>3328</td>
</tr>
<tr>
<td>Comm</td>
<td>3273</td>
<td>1042</td>
<td>1608</td>
<td>439</td>
<td>320</td>
<td>319</td>
<td>1584</td>
<td>3328</td>
</tr>
<tr>
<td>Hash</td>
<td>2335</td>
<td>939</td>
<td>1282</td>
<td>439</td>
<td>320</td>
<td>319</td>
<td>1584</td>
<td>3328</td>
</tr>
</tbody>
</table>

Table 5: Architectural parameters for different security levels

5.2 Performance Cost of Security

The run time of each NIOS II-based system for each application was determined using counters embedded within the FPGA hardware. Table 6 shows the run time of each application on each configuration and an assessment of performance loss versus the base configuration. Experiments were performed for all three security approaches using both 512 byte and 2 KB caches.

The percentage performance loss due to security is higher for configurations which include smaller caches. This is expected, since smaller caches are likely to have a larger number of memory accesses, increasing the average fetch latency. Some per-application variability is seen. Both image processing and VOD applications show a substantial performance reduction (23% and 21%, respectively) with uniform protection even though both contain data segment protection which require no protection. The use of programmable protection allows these data segments to have less of an impact on application performance. Modest performance reductions (14% and 13%) are reported for these configurations.
Note that for the 2 KB cache versions of the communication application, the performance loss for the programmable protection version is only 2% less than the uniform protection version. Table 2 shows that all data and code for this application must be protected with either confidentiality or confidentiality and integrity, so the benefit of programmability is limited.

<table>
<thead>
<tr>
<th></th>
<th>No protection</th>
<th>Uniform protection</th>
<th>Programmable protection</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image 512</td>
<td>93.1</td>
<td>121.4</td>
<td>108.7</td>
</tr>
<tr>
<td>Image 2k</td>
<td>55.5</td>
<td>80.4</td>
<td>73.5</td>
</tr>
<tr>
<td>VOD 512</td>
<td>8186.5</td>
<td>10307.7</td>
<td>9258.6</td>
</tr>
<tr>
<td>VOD 2k</td>
<td>53999.0</td>
<td>63870.0</td>
<td>56769.0</td>
</tr>
<tr>
<td>Comm 512</td>
<td>42.1</td>
<td>53.1</td>
<td>49.0</td>
</tr>
<tr>
<td>Comm 2k</td>
<td>29.6</td>
<td>29.5</td>
<td>28.8</td>
</tr>
<tr>
<td>Hash 512</td>
<td>5.7</td>
<td>6.4</td>
<td>6.2</td>
</tr>
<tr>
<td>Hash 2k</td>
<td>3.9</td>
<td>4.5</td>
<td>4.3</td>
</tr>
</tbody>
</table>

Table 6: Application execution time and performance reduction

5.3 Memory Cost of Security

As stated in Section 4, memory overhead is the result of on-chip storage of time stamp and integrity tags. Equation 1 provides formulae needed to obtain the amount of on-chip memory which will be needed to store these values. For our experimentation, the IC unit input size is 128 bits, the IC unit output size is 32 bits, the cache line size is 256 bits, and the time stamp size is 32 bits. Using the values from Table 2, it is possible to determine the size of required on-chip memory based on the selected security policy. An example of TS and IC tag overhead calculation is shown for the image processing application with programmable protection.

Figure 4 assesses the on-chip memory overhead of security. Since time stamp and IC tag values consume secured on-chip embedded memory, the availability of embedded memory for other applications is reduced. For the VOD application, 150 KB of on-chip memory are saved by using programmable protection rather than uniform protection. The large savings primarily results from the presence of a large unprotected memory segment in the VOD application which doesn’t require protection. Note that the programmable protection version of the Hash application does not require any memory storage since no data values require integrity protection and TS values are not needed for read-only application code.

Equation 1 - Security memory equation

Size of IC memory for code:
1 – IC code = (IC unit output size × IC overhead)
2 – IC code = Total code × IC overhead

Size of IC memory for data:
3 – IC data = Total data × IC overhead

Figure 4: On-chip security memory footprint

Size of TS memory for data:

4 – TS overhead = \(\frac{IC data + TS size}{cache line size}\)
5 – TS data = Total data × TS overhead

Example for image processing with programmable protection:

IC overhead = \(\frac{125}{256}\) = 0.25
IC code = 256 × 0.25 = 6.25 KB
IC data = 33 × 0.25 = 8.25 KB
TS overhead = \(\frac{5}\) = 0.125
TS data = (33 + 10 KB) × 0.125 = 5.4 KB

5.4 Energy Cost of Security

Table 7 provides an energy comparison of the four applications, as physically measured in the lab. Energy, instead of power, is used here to take into account the different run times of the applications for different security policies. Cache size has a significant impact on the energy results since larger cache sizes require fewer memory transactions.

<table>
<thead>
<tr>
<th>Application</th>
<th>No protection</th>
<th>Programmable protection</th>
<th>Uniform protection</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image 512</td>
<td>54 m</td>
<td>112 m</td>
<td>126 m</td>
</tr>
<tr>
<td>Image 2k</td>
<td>60 m</td>
<td>77 m</td>
<td>84 m</td>
</tr>
<tr>
<td>VOD 512</td>
<td>7.02 J</td>
<td>9.71 J</td>
<td>12.4 J</td>
</tr>
<tr>
<td>VOD 2k</td>
<td>4.93 J</td>
<td>6.31 J</td>
<td>7.73 J</td>
</tr>
<tr>
<td>Comm 512</td>
<td>34 m</td>
<td>53 m</td>
<td>58 m</td>
</tr>
<tr>
<td>Comm 2k</td>
<td>22 m</td>
<td>31 m</td>
<td>33 m</td>
</tr>
<tr>
<td>Hash 512</td>
<td>4.7 J</td>
<td>6.7 J</td>
<td>7.6 J</td>
</tr>
<tr>
<td>Hash 2k</td>
<td>3.5 m</td>
<td>4.7 m</td>
<td>4.9 m</td>
</tr>
</tbody>
</table>

Table 7: Energy consumption comparison

Our security core is designed to avoid dynamic power consumption via clock gating when it is not active. The percentage of energy saved by programmable protection versus uniform protection depends on the application. Since VOD uses a substantial amount of unprotected memory it exhibits only a 28% energy increase versus the base configuration versus a 57% energy increase for uniform protection with a 512 byte cache. The communications application contains no unprotected memory and therefore shows only a few percentage points energy savings between programmable and uniform protection implementations. With larger cache
memories, the overhead is less important. The image processing application does not show large savings since the amount of on-chip memory is relatively small. Most of the energy savings comes from a reduced number of HSC accesses.

5.5 Appropriateness for Reconfigurable Systems

Although the security approach described in this paper could possibly be used for a processor-based ASIC, it currently is optimized for FPGA implementation. As stated in Section 4, each application has a custom-sized SMM and time stamp and IC tag storage. If a new application is targeted to the FPGA, the configuration bitstream is changed and a new memory security policy is put in place. The bitstream encryption capabilities of the FPGA allow for this secure change in security policy. Although not covered in this paper, we envision our memory security approach as a first step towards providing a capability to securely download a new FPGA configuration remotely to an embedded FPGA, which then operates in a fashion that ensures application and data security. Each new design is memory-protected with minimal system resource usage, a substantial benefit for many resource-constrained embedded systems.

In contrast, the implementation of our new memory security approach on an ASIC, although possible, would be more difficult and lead to inefficiencies. Such an ASIC would likely be built to support a number of applications, not just one, to minimize overhead. As a result, the SMM and associate time stamp and IC tag storage would have to be sized to fit the maximum size required by an application. For example, if the ASIC needed to be able to switch between the four applications described in Section 5, a total memory of at least 48.8 KB must be allocated for TS and IC tag storage. Unlike the FPGA implementation, which only requires a new encrypted bitstream, switching between applications for the ASIC requires added encryption circuitry to prevent unwanted misconfigurations of the SMM and tag storage, a potential burden for the ASIC designer. Additionally, an ASIC implementation precludes the possibility of increasing tag and SMM storage or modifying security steps if new memory protection approaches are discovered after device deployment.

6 Conclusions

In this paper we present a security approach for external memory in FPGA-based embedded systems. Our FPGA-based security core provides both confidentiality and integrity for data stored externally to an FPGA which is accessed by an on-chip processor under operating system control. The benefits of our security core are demonstrated using four embedded applications implemented on a Stratix II device. Average memory and energy savings of about 64% and 16%, respectively, are achieved for the four applications versus a uniform security approach. Overall, the inclusion of security slows application performance by 12% versus execution with unprotected external memory. This value compares favorably to previous approaches which exhibit over a 50% penalty.
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